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ABSTACT 

Receiving and organizing the visual sensory data into patterns is an important part

of human perception. Very often there is homogeneity between regions within these

patterns with respect to the data. This homogeneity is coming from that these regions have

constant or nearly constant gray level. Also it may result from textural properties of regions

within the all image. In both cases it might be possible to segment the image according to a

definable homogeneic characteristic. For example, in thresholding, an effort is made to

separate the image into object and background by choosing the appropriate threshold value.

Through this process we have to consider the degree of darkness, in a bi-level sense, as a

measure of homogeneity. If an image happens to contain two objects both are darker the

background, the operator can detect both of them, on the other hand, if one of them is

lighter than background, it will be impossible for it to be detected.

After assigning the threshold the objects within images can simply be recognized

by their crude outlines or edges. Thus, edge detection is considered as a low-level process

in image recognition as it applied prior to other image processing techniques.
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INTRODUCTION 

A commonly held belief that edge detection is the first step in vision processing

has fueled a long search for a good edge detection algorithm. Edge detection refers to

the process of identifying and locating sharp discontinuities in an image. Edges are

defined as discontinuities in the image intensity due to changes in scene structure. These

discontinuities originate from different scene features and can describe the information

that an image of the external world contains. Enhancement and smoothing attempt to

make these discontinuities apparent to the detector, so that desirable edges can be

extracted.

Edge detectors, where ground truth not available, are evaluated by their ability

to produce edges that provide for the quick and accurate recognition, as judged by

humans, of a three dimensional object from a grayscale image of the object in its natural

setting. From a complete evaluation methodology was determined that a statistically

significant difference exists in the relative performance of edge detection algorithms.

The relative performance depends on the method used for selecting the input

parameters, as significantly better performance was attained by the edge detectors when

the parameters of each were optimized individually for each image than when a single

set of parameters was optimized for the entire set of images.

Edge Detection Important For Feature Extraction and Subsequent Vision Tasks:

Texture Analysis, Motion Detection/ Estimation, Stereopsis and Recognition in both

Machine and Biological Vision Systems.

From 1960 to 1975 the discrete gradients (Roberts 1965, prewitt 1970, Sobel

1970, Kirsch 1971) and laplacians where invented and used as edge detectors. It

considered an edge is a jump in intensity. The cross section of an edge has the shape of

a ramp. An ideal edge is a discontinuity (i.e., a ramp with an infinite slope). The first

derivative assumes a local maximum at an edge. For a continuous image, where x and y

are the row and column coordinates respectively, we typically consider the two

directional derivatives and. Of particular interest in edge detection are two functions

that can be expressed in terms of these directional derivatives: the gradient magnitude

and the gradient orientation.
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In 1980 Marr & Hildreth invented their new edge detector. in the Marr-Hildreth

operator a maximum of the first derivative will occur at a zero crossing of the second

derivative. to get both horizontal and vertical edges we look at second derivatives in

both the x and y directions. The laplacian is linear and rotationally symmetric. Thus,

we search for the zero crossings of the image that is first smoothed with a Gaussian

mask and then the second derivative is calculated; or we can convolve the image with

the Laplacian of the Gaussian, also known as the LoG operator.

The Marr-Hildreth operator became widely used for the following reasons:

• Marr had considerable reputation.

• Researchers found receptive fields in the eyes of animals (usually cats and

macaque monkeys) that behaved just like this operator.

• The operator is symmetric. Edges are found in all orientations, unlike the first

derivative operators which are directional.

• Zero crossings of the second derivative are simpler to determine than are

maxima in the first derivative; all that needs to be done is to look for a sign

change in the signal.

During I 983 John Canny did his Masters degree at MIT. He treated edge

detection as a signal processing problem and aimed to design the 'optimal' edge

detector. He formally specified an objective function to be optimized and used this to

design the operator.

The objective function was designed to achieve the following optimization constraints:

• Maximize the signal to noise ratio to give good detection This favors the

marking of true positives.

• Achieve good localization to accurately mark edges.

• Minimize the number of responses to a single edge. This favors the

identification of true negatives, that is, non-edges are not marked.

Note a difference-of-boxes operator will maximize the signal to noise ratio, but

will give several responses to a single edge.
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After some complicated analysis Canny came up with a function that was the

sum of 4 exponential terms. However, this function looked very much like a first

derivative of a Gaussian! So this is what ended up being used.

Between 1979 - 1987 Morphological Gradient & Laplacian where discovered.

Beucher (1979) showed that with the use of mathematical morphology's dilation and

erosion we can have a morphological gradient. Lee, Haralick & Sapiro (1987) used a

linear smoothing operator and derived to better results.

Edge detection for gray-level image by morphological gradient method has

better results than the conventional edge detection methods. The reason is that the

morphological approaches eliminated the isolated points, which we often consider as

noise. Vliet, Young and Beckers (1989), approached the second deritive (laplacian with

a morphological laplacian).

Since 1985 till the present time the linear & non-linear scale-space is the newest

method for edge detection A vision system for handling objects of different sizes and

at different distances needs a way to control the scale(s) at which the world is observed.

Why should one represent a signal at multiple scales when all information is present in

the original data anyway? The major reason for this is to explicitly represent the multi­

scale aspect of real world images. Another aim is to simplify further processing by

removing unnecessary and disturbing details.

In this project a software application were developed which integrate the

common edges detectors. Five detectors were included in the program. I 

Chapter one has a general information and some basic definitions were

discussed in order to supply the reader with enough knoweldege that can help in

understanding the rest of the chapters. The human vision preception and human vision

system were expliaııed breitly. After that it shows the image is represented. It make a

list of image types that will be considered. The importance of computer imaging and its

two types, computer vision and image processing, were discussed ..

Chapter two explains the edge detection idea. It shows the types of edge detector

in general. Such as Laplacian of the Gaussian, Roberts Cross, Sobel, and Prewitt. The
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common names of detectors, Brief description, how it works, and guidelines for use

were explianed.

Chapter three shows the developed software application It explians the software

specifications with showing the way that detectors work and their masks. program

interface which consist mainly from three buttons as open, save and reset were

explained. the program flowchart made it easy for the reader to follow the mechanism

of the program and how it works.

Chapter four contains the extract of the whole thesis. It starts with showing the

box where our two images were captured. Then it lists the details of the camera which

had been used to capture the images. Later on it shows the result of applying each of the

five operators on the two captured images. A comparison and analysis is made between

these results to determine the optimum edge detector after explianing the criteria of

choosing the optimum edge detector.

The objectives of the work presented within this thesis are:

• Develop a software application that integrate the common edge detectors

• Provide a userfriendly GUI for further uses

• To compare & analyse the edge operators using own captured unique images.

• To create a criteria for optimum edge detector
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CHAPTER 1: IMAGE PROCESSING TECHNIQUES 

1.1. Overview 

Computer imaging becomes one of the important things in the human life as it

allowed us to be in touch with the whole world by sending and receiving data It can be

purely computerized or it can involve human being in its loop.

For the computer vision it will not involve any human and the decision will be

taken just by the computer by analyzing and comparing. It involves many topics like

image analysis, which involve other topics under it.

For the human vision or image processing, it will be different, as it will involve

human being in its stages for examining. It involves many topics too like image

restoration, image enhancement, image compression, and image segmentation So in

order to know how these processes apply we have to know first how the human visual

system works and the image representation in the human eyes.

This chapter presents the basic information for the way the human visual system

works in order in addition to an introduction to computer vision.

1.2. Human visual Perception 

Human visual perception is something most of us take for granted. We do not

think about how the makeup of the physiological systems affects what we see and how

we see it. Although human visual perception encompasses both physiological and

physiological components, we will focus primarily on the physiological aspects, which

are more easily quantifiable, using the current models available for understanding the

systems.

We have briefly discussed the need to understand how we perceive visual

information in order to design compression algorithms that compact the data as much as

possible but still retain all the necessary visual information. This is desired for both

transmission and storage e economy. Images are often transmitted over the airwaves and

will be transmitted more frequently via the World Wide Web (internet), but people do
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not want to wait minutes or hours for the images. Additionally, the storage requirements

can become overwhelming without compression. For example, an 8-bit monochrome

image, with a resolution of 512 pixels wide by 512 pixels high, requires one quarter of a

megabyte of data If we make this a color image, it requires three quarters of a

megabyte of data (one quarter for each of three colors bands-red, green, and blue). With

many applications requiring the capability to process thousands of images in relatively

short periods of time, the need to reduce data is apparent. For the development of image

enhancement algorithms, we also have the need to understand how the human visual

system works. We need to know the types of operations that are likely to improve an

image visually, and this can be achieved only by understanding how the information is

perceived.

1.2.1. The Human Visual System 

System has two primary components-the eye and the brain, which are connected

by the optic nerve. The structure that we know the most about is the image receiving

sensor the human eye. The brain can be thought of as being an information processing

unit, analogous to the computer in our computer imaging system. These two are

connected by the optic nerve, which is really a bundle of nerves that contains the

pathways for the visual information to travel from the receiving sensor (the eye) to the

processor (the brain). The way the human visual system works follows:

1) Light energy is focused by the lens of the eye onto the sensors on the retina,

2) These sensors respond to this light energy by an electrochemical reaction that sends

an electrical signal down tie optic nerve to the brain,

3) The brain uses these nerve signals to create neurological patterns that we perceive as

images. The visible light energy corresponds to an electromagnetic wave that falls

into the wavelength range of about 380 to 825 Manometers, although the response

above 700 manometers is minimal.

In imaging systems the spectrum is often divided into various spectral bands,

where each band is denned by a range on the wavelengths (or frequency). For example,

we can divide the visible spectrum into roughly three bands corresponding to blue (400

to 500 run), and green (500 to 600 run), and Red (600 to 700 nm). The eye has two
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primary type of light energy receptors, or photoreceptive, which respond to the

incoming light energy and convert it into electrical energy via a complex

electrochemical process. These two types of sensor are called rods and cones. The

sensors are distributed across the retina, the inner backside of the eye where the light

energy falls after being focused by the lens. The cones are primarily used for daylight

vision, are sensitive to color, are concentrated in the central region of the eye, and have

a high resolution capability. The rods are used in night vision, see only brightness (not

color), are distributed across the retina, and have medium to low level resolution

1 .2.2. Image Representation 

We have seen that the human visual system receives an input image as a

collection of spatially distributed light energy; this form is called an optical image.

Optical images are the types we deal with everyday cameras capture them, monitors

display them, and we see them. We know that these optical images are represented as

video information in the form of analog electrical signals and have seen how these are

sampled to generate the digital image. J(r,c)

The digital image is represented as a two-dimensional array of data, where each

pixel value corresponds to the brightness of the image at the point (r, c). In linear

algebra terms, a two-dimensional array like our image model /(r, c) is referred to as a

matrix, and one row (or colunın) is called a vector. This image model is for mono­

chrome (one-color, this is what we normally refer to as black and white) image data, but

we have other types of image data that require extensions or modifications to this

model. Typically, these are multiband images (color, multispectral), and they can be

modeled by a different Itr, c) function corresponding to each operate band of brightness

information. The image types we will consider are:

l) Binary images.

2) Gray-scale images.

3) Color images.

4) Multispectral images.
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1.2.2.1. Binary Images

Binary images are the simplest type of images and can take on two values,

typically black and white, or 'O' and 'I.' A binary image is referred to as a I bit/pixel

image because it takes only 1 binary digit to represent each pixel. These types of images

are most frequently used in computer vision applications where the only information

required for the task is general shape, or outline, information. For example, to position a

robotic gripper to grasp an object, to check a manufactured object for deformations, for

facsimile (FAX) images, or in optical character recognition (OCR). Binary images are

often created from Gray-scale images via a threshold operation, where every pixel

above the threshold value is turned white ('I'), and those below it are turned black ('O').

1.2.2.2. Gray-scale Images

Gray-scale images are referred to as monochrome, or one-color, images. They

contain brightness information only, no color information The number of bits used for

each pixel determines the number of different brightness levels available. The typical

image contains 8 bits/pixel data, which allows us to have 256 (0-255) different

brightness (gray) levels. This representation provides more than adequate brightness

resolution, in terms of the human visual system's requirements, and provides a incise

margins by allowing for approximately twice as many gray levels as required. This

noise margin is useful in real-world applications because of the many different types of

noise (false information in the signal) inherent in real systems. Additionally, the 8-bit

representation is typical due to the fact that the byte, which corresponds to 8-bits of

data, is the standard small unit in the world of digital computers.

In certain applications, such as medical imaging or astronomy, 12 or 16

bits/pixel representations are used. These extra brightness levels become useful only

when the image is "blown-up," that is when a small section of the image is made much

larger. In this case we may be able to discern details that would be missing without this

additional brightness resolution. Of course, to be useful, this also requires a higher level

of spatial resolution (number of pixels). If we go beyond these levels of brightness

resolution, we typically divide the light energy into different bands, where each band

refers to a specific subsection of the visible image spectrum.
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1.2.2.3. Color Images

Color images can be modeled as three-band monochrome image data, where

each band of data corresponds to a different color. The actual information stored in the

digital image data is the brightness information in each spectral band. When the image

is displayed, the corresponding brightness information is displayed on the screen by

picture elements that emit light energy corresponding to that particular color. Typical

color images are represented as red, green, and blue, or RGB images. Using the 8-bit

monochrome standard as a model, the corresponding color image would have 24 bits/

pixel-f-bits for each of the three color bands (red, green, and blue).

For many applications, RGB color information is transformed into a

mathematical space that decouples the brightness information from the color

information. After this is done, the image information consists of a one-dimensional

brightness, or luminance, spate and a two dimensional color space. Now the two­

dimensional color space does not contain any brightness informative, but it typically

contains information regarding the relative amounts of the different colors. An

additional benefit of modeling the color information in this manner is that it creates a

more people-oriented way of describing the colors.

For example, the hue/saturation/lightness (HSL) color transform allows us to

describe colors in terms that we can more readily understand (see Figure 1.1). The

lightness is the brightness of the color, and the hue is what we normally think of as

"color" ('for example green, blue, or orange). The saturation is a measure of how much

white if in the color (for example, pink is red with more white, so it is less saturated

than a pure red). Most people can relate to this method of describing colon For example,

"A deep, bright oranges would a have a large intensity ("bright"), a hue of orange and a

high value of saturation (deep). We can picture this color in our minds but if we defined

this color in terms of its RGB component's, R = 245, G = 11 O, and B = 20, most people

would have no idea low this color appears. Because the HSL color space was developed

based on heuristics relating to human perception, various methods are available to

transform RGB pixel values into the HSL color space. Most of these are algorithmic in

nature and are geometric approximations to mapping the RGB color cube into some

HSL-type color space.
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HSL color Space 
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Figurel.1. HSL Color Space

1.2.2.4. Multispectral images 

Multispectral images typically contain information outside the normal human

perceptual rang. This may include infrared, ultraviolet, X-ray, acoustic or radar data

These are not images in the usual sense because the information represented is not

directly visible by the human system

Source for these types of images include satellite systems, underwater sonar systems,

various types of airborne radar, infrared imaging systems, and medical diagnostic

imaging systems. The number of bands into which the data are divided is strictly a

function of the sensitivity of the imaging sensors used to capture the images.
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