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ABSTRACT

Artificial Neural Networks (ANN) have provided an attractive tool for researcher,

claiming improved performance over traditional linear and nonlinear models for

prediction non-stationary time series. However ANN's provide best results for short-time

prediction. To improve performance of the system, and provide best long time prediction

in this thesis the integration of neural network (NN) with wavelet function is considered.

The description of wavelet functions, their operation principles have been explained.

Also Neural Network structure their learning algorithms are given. The structure of

Neuro-Wavelet system for prediction of time-series describing return-rates of company is

described. The development of Neuro-Wavelet hybrid system for long-time prediction

that incorporates multi-scale wavelet shell decompositions into a set of neural networks

for a multistage prediction is carried out. In the result of modeling the prediction

precision was increased, that demonstrate the efficiency of proposed methodology.
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INTRODUCTION

During the last two decades, various approaches have been developed for time series

prediction. Among them linear regression methods such as autoregressive (AR) and au

toregressive moving average (ARMA) models have been the most used methods in

practice. The theory of linear models is well known, and many algorithms for model

building are available.

Linear models are usually inadequate for financial time series as in practice almost all

economic processes are nonlinear to some extent. Nonlinear methods are widely

applicable nowadays with the growth of computer processing speed and data storage. Of

the nonlinear methods, neural networks have become very popular. Many different types

of neural networks such as MLP and RBF have been proven to be universal function

approximators, which make neural networks attractive for time series modeling, and for

financial time-series forecasting in particular.

An important prerequisite for the successful application of some modem advanced

modeling techniques such as neural networks, however, is a certain uniformity of the

data. In most cases, a stationary process is assumed for the temporally ordered data. In

financial time series, such an assumption of stationarity has to be discarded. Generally

speaking, there may exist different kinds of nonstationarities.For example, a process may

be a superposition of many sources, where the underlying system drifts or switches

between different sources, producing different dynamics. Standard approaches such as

AR models or nonlinear AR models using MLPs usually give best results for stationary

time series. Such a model can be termed as global as only one model is used to

characterize the measured process. When a series is nonstationary,as is the cage for most

financial time series, identifying a proper global model becomes very difficult, un1 ess the

nature of the nonstationarity is known. In recent years, local models have grown ın

interest for improving the prediction accuracy for nonstationarytime series.

To overcome the problems of monolithic global models, another efficient way is to

design a hybrid scheme incorporating multiresolution decomposition techniques such as

the wavelet transform, which can produce a good local representation of the signal in

both the time domain and the frequency domain. In contrast to the Fourier basis, wavelets
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can be supported on an arbitrarily small closed interval. Thus, the wavelet transform is a

very powerful tool for dealing with transient phenomena.

There are many possible applications of combining wavelet transformations into financial

time-series analysis and forecasting. Recently some financial forecasting strategies have

been discussed that used wavelet transforms to preprocess the data. The preprocessing

methods they used ti are based on the translation invariant wavelet transform or a trous

wavelet transform.

It is well known that any functions can be represented as a weighted sum of orthogonal

basis functions. Such expansions can be easily represented as neural nets by having the

selected basis functions as activation functions in each node, and the coefficients of the

expansion as the weights on each output edge. Several classical orthogonal functions,

such as sinusoids, Walsh functions, etc., but, unfortunately, most of them are global

approximators and suffer, therefore, from the disadvantages of approximation using

global functions. What is needed is a set of basis functions which are local and

orthogonal. A special class of functions, known as wavelets, possess good localization

properties while they are simple orthonormal bases. Thus, they may be employed as the

activation functions of a neural network known as the Wavelet Neural Network (WNN).

WNNs possess a unique attribute: In addition to forming an orthogonal basis are also

capable of explicitly representing the behavior of a function at various resolutions of

input variables.

The idea of wavelet preprocessing for enhancing prediction comes from multiresolution

analysis provided by wavelet transform. The wavelet transform can decompose one time

series into several time series with different resolutions which have different levels of

smoothness. The smoother level is more predictable, whereas the rougher (detailed) level

is less predictable, or more related to noise.

Aim of this thesis is development of a neuro-wavelet hybrid system that incorporates

multi-scale wavelet analysis into a set of neural networks for a multistage time series

prediction in stock marketing. The system will exploit a shift invariant wavelet transform

called the autocorrelation shell representation (ASR) instead of the multi-scale orthogonal

wavelet transform as was originally presented in [4 ). It is cumbersome to apply the

commonly defined DWT for real-time time series applications due to the lack of shift
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ınvarıance, which plays an important role in time series forecasting. Using a shift

invariant wavelet transform, we can easily relate the resolution scales exactly to the

original time series and preserve the integrity of some short-lived events.

This thesis consists of four chapters, introduction, conclusion, and appendix.

Chapter 1 provides a brief background on wavelet transforms, Continuous-Time Wavelet,

and their time and frequency domain and Discrete-Time Wavelet selectively.

Chapter 2 gives an overview of neural networks, its history, simple structure, biological

analogy and the Perceptron Algorithm, and the Activation function and the

Backpropagation algorithm, and their models.

Chapter 3 states the purpose of this thesis and provides some motivation behind the

thesis.further, we extend the use of wavelet networks for function approximation to

dynamic nonlinear input-output modeling of processes. We show how to train such

networks by a classic minimization of a cost function through second order gradient

descent implemented in a backpropagation scheme, with appropriate initialization of the

translation and dilation parameters, and from orthogonal wavelet decomposition to

wavelet networks.

Chapter 4 provides on Times-Series Comparison Method of Prediction, and Design of

Wavelet Neural Network Multiresolution System, and their modeling, and presents some

details of the experiments performed, and presents the results of those experiments.

Finally, we give the conclusions derived during the investigation of using neuro-wavelet

networks for predictions are given.

vii



Introduction to Wavelet Transform

1. INTRODUCTION TO WAVELET TRANSFORM

1.1 Overview
Wavelet transforms were provided by the fact that certain seismic signals can be

modeled suitably by combining translations and dilations of a simple, oscillatory

function of finite duration [l]. The early results were related to what is now known as

the continuous wavelet transform (CWT). However, wavelet transform like expressions

can be found in earlier work done in several fields such as function representation,

quantum mechanics, and signal processing. In this chapter we provide an introduction

to CWTs and DWTs their properties.

1.2 Continuous-Time Wavelet

Consider a real or complex-value continuous-time function 1//(t) with the following

two properties [ 1]:

1. The function integrates to zero:

"'f1//(t)dt = o (1.1)
-o:, 

2. It is square integrable or, equivalently, has finite energy:

"'
fll//Ct)i2 dt < 00 (1.2)

-0:, 

The function 1//Ct) is a mother wavelet or wavelet if it satisfies these two properties

as well as the admissibility condition defined later in this chapter. While the ad

missibility condition is useful in formulating a simple inverse wavelet transform,

properties 1 and 2 suffice to define the CWT, and they capture essential 1 y the rea

sons for calling the function a wavelet. Property 2 implies that most of the energy



Introduction to Wavelet Transform

in 1//(t) is confined to a finite duration. Property 1 is suggestive of a function that is

oscillatory or that has a wavy appearance. Thus, in contrast to a sinusoidal function,

it is a "small wave" or a wavelet. The two properties are easily satisfied and there is

infinity of functions that qualify as mother wavelets.

0.3

0.2

O.I

ı;ı(t) o

-O. I

-0.2

-0.3
o 0.5 1.5 2 2.5 3 3.5

t

Figure 1.1 The Cubic B-Spline Wavelet.

Figure 1.1 shows the plot of a wavelet cal 1 ed the cubic B-spline wavelet. This

particular wavelet is supported compactly. In other words, the entire wavelet has a

finite duration: O :s; t :s; 4 sec. However, it is possible to have wavelets that are not

supported compactly. For example, a Morlet wavelet, which is constructed by

modulating a sinusoidal function by a Gaussian function [2], is a wavelet of infinite

duration. But most of the energy in this wavelet is confined to a finite interval. For

instance, consider the real-value Morlet wavelet:

2



Introduction to Wavelet Transform

1//(ı) ~ e_,, co{"~ı:ı t J (1.3)

Its plot is shown in figure 1.2. More than 99% of the total energy of the function is

contained in the interval iti ~ 2.5 sec .

0.6

0.4

0.2

1/f(I) o

-0.2

-0.4

-0.6
-15 -10 -5 o 5 JO 15

t

Figure 1.2 The Morlet Wavelet.

1.3 Definition of the CWT

Let f(t) be any square integrable function. The CWT or continuous-time wavelet

transform of f(t) with respect to a wavelet !f(t) is defined as [I].

00

I (t b)W(a,b) = ff(t) lı::ı ı;/ -=- dt
-oo -vial a

(1.4)

3



Introduction to Wavelet Transform

where a and b are real variables and * denotes complex conjugation. Thus, the wavelet

transform is a function of two variables. Observe that both f(t) and 1//(t) belong to

L2(R), the set of square integrable functions, also called the set of energy signals [3).

Equation 1.4 can be rewritten in a more compact form by defining If a,b (t) as

1 (t -b)If/ a.b cı) = M If/ --;;- (1.5)

Thus, combining equations 1.4 and 1.5 gives,
00

W(a,b) = ff(t)lf/ :.6 (t)dt (1.6)
-00

Notice that

If ı.o (t) = lf/(t) (1.7)

The normalizing factor of 1/M ensures that the energy stays the same for all a and

b; that is, for all a and b. For any given value of a, the function If a,b (t) is a shift of

If/ e.o (t) by an amount b along the time axis. Thus, the variable b represents time shift

or translation. From

(1.8)

it follows that If a,o (t) is a time-scaled and amplitude-scaled version of lj/(t). Since a

determines the amount of time scaling or dilation, it is referred to as the scale or

dilation variable. Figure 1.3 shows two dilations of the Morlet wavelet. If a > 1, there

is a stretching of If/Ct) along the time axis, whereas if O < a < 1, there is a contraction

of lj/(t). Negative values of a result in a time reversal in combination with dilation.

Since the CWT is generated using dilates and translates of the single functiorı e-tr}, the

wavelet for the transform is referred to as the mother wavelet.

4
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Introduction to Wavelet Transform

ı a= 1/2 ı

--~~-ı ,--~~--

(a)

-15 -10 -5 o 5 10 15

t

o, ı ı a=3
I

0.4

0.2

1/Jao(t) o

-0.2

V V 

-0.4 (b)

-0.6
-15 -10 -5 o 5 10 15

t

Figure 1.3 A Morlet Wavelet Dilated by Factors of a= Yı (a) and a= 3 (b).
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Introduction to Wavelet Transform

1.4 Frequency and Time Selectivity of CWT
The CWT offers time and frequency selectivity; that is, it is able to localize events,

both in time and in frequency. Its ability to localize events in time is easier to establish.

The segment off(t) that influences the value of W(a, b) for any (a, b) is that stretch of

f(t) that coincides with the interval over which lj/ a,b (t) has the bulk of its energy. This

windowing effect results in the time selectivity of the CWT.

The frequency selectivity of the CWT is explained using its interpretation as a

collection of linear, time-invariant filters with impulse responses that are dilations of

the mother wavelet reflected about the time axis.

For the purpose of illustrating the frequency selectivity of the CWT let us choose the

Mexican hat wavelet [3].

lf/(t) = (1- 2t2 )e-12 (1.9)

which is obtained by taking the second derivative of the negative Gaussian function
2- «' I 2 . A plot of the wavelet is shown in figure 1.4. Let lf/( w) denotes the Fourier

transform of lj/(t) ; thus

"'
'f'(w) = flj/(t)e-Jwı (I. I O)

-00

From the plot of I 'f'(w) 12 shown in figure 1.5, it is seen that the wavelet is essentially

a bandpass function with the Fourier transform magnitude centered at approximately 2

rad/sec.

6



Introduction to Wavelet Transform

w(t)

-15 -10 -5 o 5 10 15

t

Figure 1.4 The Mexican Hat Wavelet.

Since time reversal does not change the Fourier transform magnitude or a real-valued

wavelet, figure 1.5 applies to the frequency domain characterization of 1//(-t) as well.

The 3-dB bandwidth, defined as the difference between the two frequencies on either

side of the peak at which the squared magnitude of the Fourier transform is exactly half

its peak value, is approximately 2 rad/sec, covering the band from 1 rad/sec to 3 rad/

sec. This gives a Q-factor (ratio of the center frequency to the 3-dB bandwidth) of

roughly 1 for the bandpass function. The Q-factor is invariant with respect to wavelet

dilation because

.3[1/f(f I a)] =I a I \f'(aw) (1.11)

where .3[] denotes Fourier transformation. The center frequency of .3[1/f(t I a)] for any

a is at II/a! times the center frequency of the mother wavelet, and its 3-dB bandwidth is

also Illa! times the 3-dB bandwidth of the mother wavelet, thus yielding the same value

7



Introduction to Wavelet Transform

for the Q-factor as before. Thus, the continuum of filters to which we alluded

previously is actually a set of constant-Q bandpass filters. It is this bandpass nature that

gives rise to the frequency selectivity of the CWT.

1.4

1.2

0.8

I ııı(w) 12 0.6

0.4

0.2

o
o I 2 3 4 5 6

w (rad/sec)

Figure 1.5 Squared Magnitude of the Fourier Transform of the Mexican Hat Wavelet.

The squared frequency response magnitudes for three different values of a for the

Mexican hat wavelet are shown in figure 1.6. Observe that as a increases, the

frequency response shifts to the lower end of the spectrum with a corresponding

shrinking of the bandwidth to maintain the constant Q-factor.

It is not always possible for the CWT to resolve events in frequency. The same holds

true for resolving events in time.

Quantitative metrics for time and frequency resolution are based on the duration and

bandwidth respectively of the mother wavelet [4].

8



Introduction to Wavelet Transform

1.4

1.2

0.8

l ııı(w) 12 0.6

0.4

0.2

o
o I 2 3 4 5 6

w (rad/sec)

Figure 1.6 Squared Magnitude Frequency Responses of a Mexican Hat Wavelet as a

Function of a. Here \J'a(w) = .::S[lfa,o(-t)].

The first moment of a mother wavelet 1/f(t) is given by

O)

ft I lf (l) 12 dt

to = --=-:=-----
fı 1/f(t) 12 dt

( 1.12)

-0:, 

O)

Here 11/f(t) 12 I fl lf(t) 12 dt acts like a probability density function and, therefore, t0
-0:, 

provides a measure of where 1/f(w), the Fourier transform of 1/f(t), along the frequency

9



Introduction to Wavelet Transform

axis is done by taking its first moment

00

Jwl!f(w)l2 dw
(1.13)

00

JI !f(w) 12 dw
-00

A measure of the duration of the wavelet or the spread in time is given by [4]

00fCt-t0)2 I lf(t) 12 dt
fıf = 1--00------ (1. 14)

00

Jı If(!) 12 dt
-00

The quantity under the radical sign is the second moment of the wavelet about t0. This

measure is known as the root mean square (RMS) duration. The RMS bandwidth of the

wavelet is given similarly by

00f(w- w0)2 I \}'(w) 12 dw
lıw = ı--00--;;;------ (1.15)

00

JI \}'(w) 12 dw

Fast decays in time and in frequency are required for the wavelet and its Fourier

transform to have finite values for the numerator integrals in the previous equations.

For functions that do not decay fast enough, alternative measures such as length of

interval with substantial energy (say, 95% of total energy) can be used.

Let lıtııı and lıwııı, be the RMS duration and bandwidth respectively of a mother

10



Introduction to Wavelet Transform

wavelet lj/(t) . The RMS duration of its dilation lj/ 0 0 (t) is then St; (a) =I a I !ıt . The
, r 1/f 

corresponding RMS bandwidth is/ıwııı(a) = !ıw,/1 I I a ı. We have

(1.16)

where cııı is a constant. Thus, the product of the duration and the bandwidth is

invariant to dilation. Equation 1.16 indicates that decreasing !ıt ııı (a) results in an

increase in !ıwur (a) and vice versa. The smaller the value of !ıwııı (a) , the better the

ability of the CWT to resolve events closely spaced in time. Similarly, the smaller the

value of !ıw,/1 (a), the better the ability of the CWT to resolve events closely spaced in

frequency. At very small values of a, the CWT possesses good time resolution (ability

to separate very close events in time) because the RMS duration of the corresponding

dilated wavelet is small. However, the frequency resolution at such scales is poor

because the RMS bandwidth of the dilated wavelet is large. The opposite is true for

large values of a. Because of the reciprocal relationship between scale and frequency, it

also follows that the CWT provides better frequency resolution at the lower end of the

frequency spectrum and poorer resolution at the higher end of the frequency spectrum.

This ability to provide variable time-frequency resolution is a hallmark of the wavelet

transform. It makes the wavelet transform a natural tool in the analysis of signals in

which rapidly varying high-frequency components are superimposed on slowly varying

low-frequency components such as certain seismic signals and music compositions.

The variation of time and frequency resolution as a function of a is shown graphically

using time-frequency cells, figure 1.7. The center of each rectangle, obtained from the

first moments in time and frequency, indicates the position of the wavelet in time and

frequency, whereas the rectangle itself bounds the spread of the wavelet in time and

frequency as characterized by the corresponding second moments. Given an event

11
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localized at some (T, O) in the time-frequency plane, for any other event to be

resolvable it should be localized in the time-frequency plane outside the bounding

rectangle of the time-frequency cell at (T, fl). An alternative view is that associated

with a time-frequency cell centered at (T, il). There is an ambiguity in localizing

events in time and frequency to within its bounding rectangle. It follows from Equation

(1.16) that the area of each bounding rectangle is cvı . Because a decrease in the

uncertainty of time localization is accompanied by an increase in the uncertainty of

frequency localization (in other words, when the in time it is wider in frequency) and

vıce versa, it is not possible to reduce simultaneously the uncertainty in both

dimensions. For this reason it is called the uncertainty principle governing time

frequency resolution.

The constant c,11 in Equation (1.16) is a function of the wavelet used. A wavelet with a

smaller value of cvı provides better simultaneous localization in the time-frequency

plane than one with a larger value. This follows from Equation (1.16). How small can

one make the time-bandwidth product of a function? It turns out that the smallest time

bandwidth product is associated with the Gaussian function

,ı
1 -2cr'ef (t) = -J21ra (1.17)

And it is integration equal to Yı [5]. Therefore the uncertainty principle can be

restarted as

( 1.18)

12
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w.._ a= 1/2

..............................................!....l]
2!iw •

..•+
!it I 2

a=! 

~:rEJ ,-,
.............. ._.~ -!it-.~i .. ~ I2-*+- 1 I

w • •• "'!
2!it 1

Wo /2 ı ..

to/2 + b 2to + b
~

Figure 1.7 Time-Frequency Cells for lf a,b (t) shown for a fixed band three different

values of a. the mother wavelet and its Fourier Transform are centered at to and w0

respectively.

1.5 Discrete Wavelet Transform

We saw in the previous sections that the CWT maps a one-dimensional function! (t) to

a function W(a, b) of two continuous real variables a and b, which are the wavelet

dilation and translation respectively. The region of support of W(a, b) is defined as the

set of ordered pairs (a, b) for which W(a, b) -:t O. In principle, the region of support of a

CWT is unbounded; that is, it can be the entire plane defined by R2, the set of all

ordered real pairs. In this chapter we introduces a type of wavelet representation that

has assumed considerable practical significance because of its link to digital filtering

[6]. We take the approach of developing the underlying ideas entirely through an

13



Introduction to Wavelet Transform

example involving the Haar wavelet.

The CWT provides a redundant representation of the signal in the sense that the entire

support of W (a, b) need not be used to recover f (t). Consider the function! (t) with the

Fourier transform given by

F(w) = {~
2 :SI co 1:S 3
otherwise

(1.19)

Suppose we obtain the CWT of f(t) using the wavelet f//(t) with the Fourier

transform given by

q,(o,) = {~ ı :SI ıo 1:S 4
otherwise

(1.20)

Let W (a, b) be the resulting CWT and Wa (w) its Fourier transform in the b variable so

that

"'
W0(w) = fW(a,b)e-1"'bdb

b=--«>

( 1.21)

Because3[f//0,0(t)] = M\J'(aw), we have

wa (z») = MF(w)\J'(aw) (1.22)

We now use Equation (1.22) to derive the region of support of W(a, b). Figure 1.8 (a)

shows a plot of F (w) and figure 1.8 (b) shows a plot of\J'(w). From the fact that the

support of, 'P(w) isl :SI wl:S 4, it follows that the support of \J'(aw) for a given a

14
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is I I I a l:S;I w I::; 4 I I a [. Comparing this support with that of F (w), we find that the two

overlap only over the range 1/3 ::;I a I::; 2 , which is illustrated in figure 1.9. Thus the

support of this CWT is restricted to that portion of R2 for whichl/3 ::;I a I::; 2. However,

we also see from figure 1.9 that forl/2 ::;I a I::; 4/3, the support of F (w) is contained

entirely within that of''I' (aw), and therefore

(1.23)

From Equation (1.23) it is seen that F(w) can be obtained from Wa(w) or, equivalently,

f(t) can be obtained from W(a, b) by a simple amplitude scaling of the latter for any

fixed value of a in the range 112 :S;I a I::; 4 I 3 as F (w) = Wa (w) I Fa . This indicates that

it is not necessary to use the entire support of W(a, b) to reconstructf(t). We have used

a specific function and a specific wavelet to illustrate how redundancy arises in a

CWT. However, it is possible to generalize the result to any CWT [2].

In this chapter we introduce a type of nonredundant wavelet representation. In

particular we look into a representation of the form

co co

f(t) = L Ld(k,l)Tk/2!j/(Tk t-l)
k=-«> I=-«>

(1.24)

which involves a continuum of dilations and translations. The dilation takes values of

the form a = 2k where k is an integer. At any dilation r, the translation parameter takes

values of the form rı where l is again an integer. The values d(k,l) are related to values

of the wavelet transform W(a, b) = Wff(t)] at a = 2k and b = rı. This corresponds to

sampling the coordinates (a, b) on a grid such as the one shown in figure 1. I O.
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Figure 1.8 Fourier Transform of a Signal (a) and a Wavelet (b).

This process is called dyadic sampling because consecutive values of the discrete

scales as well as the corresponding sampling intervals differ by a factor of two. The

two-dimensional sequence d (k,l) İs commonly referred to as the discrete wavelet

transform (DW'T) of f(t) [6]. Observe that the DWT is still the transform of a

continuous-time signal. The discretization is only in the a and b variables. In this sense

it is analogous to the Fourier series, which involves a discrete frequency domain
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representation of a (periodic) continuous-time signal. For this reason the DWT has also

been referred to as a continuous-time wavelet series [7]. The description and derivation

of the DWT is developed here entirely through an example involving the Haar wavelet.

Region of partial overlap of '¥(aw) and F(w)

a

Regionofcompleteoverlapof '¥(aw) and F(w)

2

1.33

0.5

0.33 •

o 2 3 4y w

6 10 128

Support of
F(w)

Figure 1.9 Overlap of Fourier Transforms of the Signal and Dilated Wavelet

1/4
1/2

b

2

I I I I I I I I I I I I I I I I

4

Figure 1.10 The Time-Frequency Cells that Correspond to Dyadic Sampling
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1.6Summary
In this chapter were considered Continuous-Time Wavelet, and their time and

frequency domain and Discrete-Time Wavelet selectively, and in the next chapter,

we will discuss the Neural Networks and its details.
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2. ARTIFICIAL NEURAL NETWORKS

2.1 Overview

This chapter presents an overview of neural networks, its history, simple structure,

biological analogy and the Backpropagation algorithm.

2.2 Introduction to ANN

An Artificial Neural Network (ANN) is an information-processing paradigm that is

inspired by the way biological nervous systems, such as the brain, process

information. The key element of this paradigm is the novel structure of the

information processing system. It is composed of a large number of highly

interconnected processing elements (neurons) working in unison to solve specific

problems. ANNs, like people, learn by example. An ANN is configured for a

specific application, such as pattern recognition or data classification, through a

learning process. Leaming in biological systems involves adjustments to the

synaptic connections that exist between the neurons. This is true for ANNs as well.

Neural networks go by many aliases. Although by no means synonyms the names

listed in figure 2.1 below.

• Parallel distributed processing models
• Connectivist /connectionism models
• Adaptive systems
• Self-organizing systems
• Neurocomputing
• Neuromorphic systems

Figure 2.1 Neural Network Aliases

All refer to this new form of information processing; we shall refer to some of these

terms again when we talk about implementations and models. In general though we
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will continue to use the words "neural networks" to mean the broad class of artificial

neural systems. This appears to be the one most commonly used.

2.3 Analogy to the Brain
The human nervous system may be viewed as a three stage system, as depicted in

the block diagram of the block diagram representation of the nervous system.

lus ~ ~ Resp(!n~ ~.. Receptors Neural Net Effectors
~ ~.~ ~

Stimu se

Figure 2.2 Block Diagram of the Nervous System.

Central to the system is the brain, represented by the neural (nerve) network which

continually receives information, perceives if, and makes appropriate decisions. Two

sets of arrows are shown in the block diagram. Those pointing from left to right

indicate the forward transmission of information-bearing signals through the system.

The receptors convert stimuli from the human body or the external environment into

electrical impulses which convey information to the neural network (brain). The

effectors convert electrical impulses by the neural network into discernible

responses as system outputs.

2.3.1 Artificial Neuron

This chapter starts by copying the simplest element, the neuron call our artificial

neuron a processing element or PE for short. The word node is also used for this

simple building block, which is represented by circle in the figure 2.3 "a single

mode or processing element PE or Artificial Neuron". The PE handles several basic

functions: (1) Evaluates the input signals and determines the strength of each one,

20 



Artificial Neural Networks

Calculates the total for the combined input signals and compare that total to some

threshold level, and (3) Determines what the output should be.

Inputs

1~

2---- Outputs

N

Figure 2.3 Artificial Neuron

Input and Output: Just as there are many inputs (stimulation levels) to a neuron

there should be many input signals to our PE. All of them should come into our PE

simultaneously. In response a neuron either "fires" or "doesn't fire" depending on

some threshold level. The PE will be allowed a single output signal just as is present

in a biological neuron. There are many inputs and only one output.

Weighting Factors: Each input will be given a relative weighting which will affect

the impact of that input. In figure 2.4, "a single mode or processing element PE or

Artificial Neuron" with weighted inputs.

This is something like the varying synaptic strengths of the biological neurons.

Some inputs are more important than others in the way that they combine to produce

an impulse.
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Inputs

ı,~

W, •0
;/

Outputs= Sum ofinputs*Weights
______ .,.'Note: Many inputs one output'

•
•

Figure 2.4 Single Mode Artificial Neuron

2.4 Model of a Neuron

The neuron is the basic processor in neural networks. Each neuron has one output,

which generally related to the state of the neuron, its activation, which may fan out

to several other neurons. Each neuron receives several inputs over these

onnections, called synapses. The inputs are the activations of the neuron. This is

omputed by applying a threshold function to this product. An abstract model of the

neuron is shown in figure 2.5.

Incoming Activation

L E)

adder
thersholdv; Outgoing

function
activation

activation

functin

Figure 2.5 Diagram of Abstract Neuron Model.
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2.5 Back-Propagation

The back-propagation learning algorithm works on multiplayer feed-forward

networks, using gradient descent in weight space to minimize the output error. It

converges to a locally optimal solution, and has been used with some success in a

variety of applications. As with all hill-climbing techniques, however, there is no

guarantee that it will find a global solution. Furthermore, its converge is often very

slow.

2.5.1 Back-Propagation Learning

Suppose we want to construct a network for the restaurant problem. So we will try a

two-layer network. We have ten attributes describing each example, so we will need

ten input units. In figure 2.6, we show a network with four hidden nits. This turns

out to be about right for this problem.

wJ,1

Output units O,

Hidden units aj

Input units I k

Figure 2.6 A Two Layer Feed Forward Network for the Restaurant Problem.

Example inputs are presented to the network, and if the network computes an output

vector that matches the target, nothing is done. If there is an error (a difference

between the output and target), then weights are adjusted to reduce this error. The
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trick is to assess the blame for an error and divide it among the contributing weights.

In Perceptrons, this is easy, because there is only one weight connecting each input

and output. But in multiplayer networks, there are many weights connecting each

input to an output and each of these weights contributes to more than one output.

The back-propagation algorithm is a sensible approach to dividing the contribution

of each weight. As in the Perceptron Learning Algorithm, we try to minimize the

error between each target output and the output actually computed by the network.

At the output layer the weight update rule is very similar to the rule for the

perceptron. However, there are two differences. The activation of the hidden unit aj

is used instead of the input value; and the rule contains a term for the gradient of the

activation function. If Err, is the error (Tı-Oı) at the output node, then the weight

update rule for the link from unit j to unit i is

(2.1)

Where g' is the derivative of the activation g will find it convenient to define a new

error term l'ı; which for output node is defined as l'ı; = Err.g'(inş . The update rule

then becomes:

(2.2)

For updating the connections between the input and the hidden units, we need to

define a quantity analogous to the error term for output node. The propagation rule

so the following:

(2.3)

Now the weight update rule for the weights between the inputs and the hidden layer

ıs almost identical to the update rule for the output layer.

(2.4)
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Function Back-Prop-UPDATE (network, examples, a) returns a network with
modified weights.
Inputs: network, a multiplayer network
Examples, asset of input/output pairs a, the learning rate.
Repeat
For each e in example do
O +-TUN -NETWORK(network,Je)
Err' +--- Te - O
W . +--- W . +ax a. x Err' x g'(in)
}! }! j I I

for each subsequent layer in network do
~. +--- g'(in .)'°' W .~.

J J ~i }! J

wk . +--- wk . + a X Ik X ~.,J ,) J

end
end
until network has converged
return network

Figure 2.7 Back Propagation Algorithm for Updating Weights in a Multiplayer

Network

Back-propagation provides a way of dividing the calculation of the gradient among

the unit so the change in each weight can be calculated by the unit to which the

weight is attached using only local information.

We use the sum of squared errors over the output values:

E =iIcr -0J2
I

(2.5)

The key insight again is that the output values O, are a function of the weights for

general two-layer network, we can write:

E(W) =iL(T; - g(LWJ,ıa))ı
I }

(2.6)
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I E(W) = ~ IC1: - g(Iw1,;g(Iwk,/k)))2
I J

(2.7)

2.6 Activation Functions

I

This threshold function is generally some form of nonlinear function. One simple

nonlinear function that is appropriate for discrete neural nets is the step function.

One variant of the step function is:

-1

•
Figure 2.8 Hard Activation Functions

f(x) = {~ı (x)
-1

x>O 

x=O 
x<O 

(2.8)

where f' (x) refers to the previous value of f(x) (that is the activation of the neuron

will not change) and x is the summation (over all the incoming neurons) of the

product of the incoming neuron's activation, and the connection:
n

X= IA;W;
i=O

(2.9)

The number of incoming neurons, is A the vector of incoming neurons and w is the

vector of synaptic weights connecting the incoming neurons to the neurons we are

26 
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examining. One more appropriate to analog is the sigmoid, or squashing, function;

an example is the logistic functions illustrated in figure 2.9.

Figure 2.9 Sigmoid Functions

1
J(x)=. + e (2.1 O)

Another popular alternative is:

J(x) = tanhix] (2.11)

The most important characteristic of our activation function is that it is nonlinear. If

we wish to use activation function as a multiplayer network, the activation function

must be nonlinear, or the computational will be equivalent to a single-layer network.
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2.7 Backpropagation Model
Backpropagation of errors is a relatively generic concept. The Backpropagation

model is applicable to a wide class of problems. It is certainly the predominant

supervised training algorithm. Supervised learning implies that we must have a set

of good pattern associations to train with. The backpropagation model presented in

figure 2.10.

O output
layer

neurons

W2 weight
matrix

h Hidden-layer
neurons

WI Weight
matrix

I input layer
neurons

Figure 2.10 Diagram of Backpropagation Topology.

It has three layers of neurons: an input layer, a hidden layer, and an output layer.

There are two layers of synaptic weights. There is a learning rate term, a in the

subsequent formulas indicating how much of the weight changed to effect on each

pass this is typically a number between O and 1. There is a momentum term

e indicating how much a previous weight change should influence the current

weight change. There is also a term indicating within what tolernce we can accept an

output as good.
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2.7.1 Back Propagation Algorithm

Assign random values between -1 and + 1 to the weights between the input and

hidden layers, the weights between the hidden and output layers, and the thershold

for the hidden layer and output layer neumos train the network by preforming the

following procedure for all pattern pairs:

Forward Pass.

1. Computer the hidden layer neuron activations:

h=F(iWl) (2.12)

where h is the vector of hidden layer neurons i is the vector of input layer

neurons and WI the weight matrix between the input and hidden layers.

2. Compute the output layer neuron activation:

O=F(hW2) (2.13)

where O represents the output layer, h the hidden layer, W2 the matrix of

synapses connecting the hidden and output layers, and FO is a sigmoid

activation function we will use the logistic function:

1
f(x) = - + e (2.14)

Backward Pass.

3. Compute the output layer error (the difference between the target and the

observed output):

d = 0(1-0)(0- t) (2.15)

where d is the vector of errors for each output neuron, O is the output layer,

and tis the target correct activation of the output layer.

4. Compute the hidden layer error:

e = h(l-h)W2d (2.16)

where e is the vector of errors for each hidden layer neuron.
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5. Adjust the weights for the second layer of synapses:

W2 = W2 + !'ıW2 (2.17)

where !'ıW2 is a matrix representing the change in matrix W2. It is

computed as follows:

(2.18)

where a is the learning rate, and 0 is the momentum factor used to allow the

previous weight change to influence the weight change in this time period.

This does not mean that time is somehow incorporated into the mode. It

means only that a weight adjustment has been made. This could also be

called a cycle.

6. Adjust the weights for the first layer of synapses:

Wl = Wl+Wl, (2.19)

where

Wl, = ede + 8/'ıWlı-1 (2.20)

Repeat step 1 to 6 on all pattern pairs until the output layer error (vector d) is

within the specified tolerance for each pattern and for each neuron.

Recall:

Present this input to the input layer of neurons of our backpropagation net:

• Compute the hidden layer activation:

h = F(Wli) (2.21)

• Computer the output layer:
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O= F(W2h) (2.22)

The vector O is our recalled pattern.

2.7.2 Strengths and Weaknesses

The Back Propagation Network has the ability to learn any arbitrarily complex

nonlinear mapping this is due to the introduction of the hidden layer. It also has a

capacity much greater than the dimensionality of its input and output layers as we

will see later. This is not true of all neural net models.

However Backpropagation can involve extremely long and potentially infinite

training time. If you have a strong relationship between input and outputs and you

are willing to accept results within a relatively broad time, your training time may be

reasonable.

2.8 Summary

In this chapter the followings were discussed Perceptron Algorithm, the

Backpropagation algorithm and their models, and the Activation function, and in the

next chapter we will discuss the combination ofNeuro-Wavelet.
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3. AW AVELET NEURAL NETWORK

3.1 Overview

This chapter introduces an introduction to Neuro-Wavelet Networks, Signal

preprocessing, From Orthogonal Wavelet Decomposition to Wavelet Networks, Static

Modeling Using Feedforward Wavelet Networks, Training Feedforward wavelet

networks, Initialization of the network parameters, Stopping Conditions for Training,

and Dynamic Modeling Using Wavelet Networks.

3.2 Wavelet Neural Networks

A neural network is composed of multiple layers of interconnected nodes with an

activation function in each node and weights on the edges or arcs connecting the nodes

of the network. The output of each node is a nonlinear function of all its inputs and the

network represents an expansion of the unknown nonlinear relationship between inputs,

x, and outputs, F (or y), into a space spanned by the functions represented by the

activation functions of the network's nodes. Leaming is viewed as synthesizing an

approximation of a multidimensional function, over a space spanned by the activation

functions O ;(x),i = 1,2,... ,m, i.e.

Ill

F(x) = L:C;¢;(x)
i=I

(3.1)

The approximation error is minimized by adjusting the activation function and network

parameters using empirical (experimental) data. Two types of activation functions are

commonly used: global and local. Global activation functions are active over a large

range of input values and provide a global approximation to the empirical data. Local

activation functions are active only in the immediate vicinity of the given input value.
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It is well known that functions can be represented as a weighted sum of orthogonal basis

functions. Such expansions can be easily represented as neural nets by having the

selected basis functions as activation functions in each node, and the coefficients of the

expansion as the weights on each output edge. Several classical orthogonal functions,

such as sinusoids, Walsh functions, etc., but, unfortunately, most of them are global

approximators and suffer, therefore, from the disadvantages of approximation using

global functions. What is needed is a set of basis functions which are local and

orthogonal. A special class of functions, known as wavelets, possess good localization

properties while they are simple orthonormal bases. Thus, they may be employed as the

activation functions of a neural network known as the Wavelet Neural Network (WNN).

WNNs possess a unique attribute: In addition to forming an orthogonal basis are also

capable of explicitly representing the behavior of a function at various resolutions of

input variables. The pivotal concept, in the formulation and design of neural networks

with wavelets as basis functions, is the multiresolution representation of functions using

wavelets. It provides the essential framework for the completely localized and

hierarchical training afforded by Wavelet Neural Networks.

Early wavelets were cast as analyzers of one-dimensional signals, such as sound. A

major challenge for wavelet theorists to extend the success they have had on one

dimensional signals to more dimensions [12]. As mentioned in chapter 1, the

Continuous Wavelet Transform formulas extend to the space L2 (R; by using a

separable product wavelet !f(x)= lfı (x, )lf/2 (x2 ) ... lf n (xJ, and squashing and translation

vectors a and b, to construct

lfa,b = )ldiag(a)llf(diag(B)(x-b)). (3.2)

By linearly combining several such wavelets, a multiple-input/single-output neural

network is obtained. The basic training algorithm is based on steepest descent.
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Rotation matrices are also incorporated for versatility at the expense of training

complexity. The authors in (14] demonstrate how a single-input/single-output

multilayer perceptron (MLP) can be cast as a truncated wavelet series. A linear

combination of three sigmoidal neurons are used to create each wavelet.

The authors in (15], and independently, in (16, 17], arrive at very similar formulations

of the wavelet network that are closer to the wavelet expansion than to neural networks.

The wavelet parameters are neither adapted as in (13], nor computed from prior Fourier

data analysis as in (14], but are taken incrementally from a predefined space-frequency

grid of orthogonal wavelets. This approach prescribes learning as a multiresolution,

hierarchical procedure, and brings about the possibility of a type of network growth.

The essence of multiresolution learning is that a function can be approximated to

arbitrary precision by starting with a coarse approximation at some resolution, and then

successively adding layers of detail at higher resolutions. Higher resolution wavelet

nodes are added to areas of the input space where the existing nodes contribute the

largest errors. Elliptic and radial wavelet neural networks (EWNNs and RWNNs) are

extension of the intersection between Gaussian radial basis function (RBF) networks

and wavelet networks. The local receptivity of RBF networks is adopted to obtain

radially symmetric multidimensional wavelets of the form

v.,(x) = N ıy(allx -bll), a e: O. a > O. a (3.3)

This results in a new class of RBF neural networks referred to as radial WNNs.

Whereas RBF networks represent functions in terms of time atoms, the WNN employs

time-frequency atoms. To illustrate, let us introduce a basic scalar wavelet that will be

recurrently employed, define

Costrap(x) - cof; x) min{ maxH Cl - lxj,O},ı} (34)
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This function, shown in figure 3 .2, consists of two cycles of the cosine function,

windowed by a trapezoid that linearly tapers two thirds of the endpoints to zero. Many

other wavelets are possible, but highly oscillatory basis functions result in undesirable

[18] lack of smoothness in the learned model. Taking 1//(x) = costrap(x) and

substituting a= 1,b = O in equation 3.3, induces the two-dimensional basic wavelet. A

two-dimensional RWNN implements a linear combination of a family of these surfaces,

deployed throughout the plane with various centers, widths, and heights.

The feature of adaptive anisotropy an be accommodated by computing a more general

distance between row-vectors x and b, with wavelets in the form

If A,b (x) = jAjX lf(~(x - b )A(x - bY \ A~ O. (3.5)

These types of wavelets constitute the basis for a new class of elliptic basis function

networks termed elliptic WNNs. Here, we introduce a symmetric positive semidefinite

squashing matrix A. With equal scales fa2 along all coordinates, A =

diag{ a2 , ••• .a' ),jAj = a211•

3.2.1 Signal Pre-Processing

Raw data derived from sensors possess signal and measurement noise. This noise can be

either random or systematic. The latter type can be filtered to increase the usability of

the data. Noise can be further characterized as high-frequency gaussian noise, DC bias,

etc. Proper signal processing is applied that this stage to decrease random noise levels.

Preprocessing also involves data format conversion, sampling, quantization,

digitization, etc. Further pre-processing at the signal level involves the following

operations: The first operation is high-pass filtering used to (1) filter out low-frequency

components-this is basically a detrending operation allowing for an absolute

determination of the true signal peak, and (2) imitate a wavelet as a magnifier. The filter
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is designed as FIR (finite length) filter using a windowing technique known as the

Hamming window and found as a MATLAB function in the commercial MATLAB

toolbox.

raw signal

signal base feature base

Pre -
Processing

Feature
Selection

result

signal Feature
Extractor

Decision
Logic

Nonlinear Discriminator

Figure 3.1 A Systematic Identification and Classification Methodology
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Figure 3.2 Basic Costrap Wavelet

08 

0.6

~100

04
0.2

o
-02

-04
100

Figure 3.3 Basic Bivariate Costrap Wavelet
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Figure 3.4 Complete Wavelet Neural Network

3.3 From Orthogonal Wavelet Decomposition to Wavelet Networks

The theory of wavelets was first proposed in the field of multiresolution analysis; among

others, it has been applied to image and signal processing [ 16]. A family of wavelets is

constructed by translations and dilations performed on a single fixed function called the

mother wavelet. A wavelet ¢J is derived from its mother wavelet ¢ by

(3.6)

where its translation factor m1 and its dilation factor 0 are real numbers (0 > O). We are

concerned with modeling problems, i.e. with the fitting of a data set by a finite sum of

wavelets. There are several ways to determine the wavelets for this purpose:

- From orthogonal wavelet decomposition theory, it is known that, with a suitable choice

of ¢ and if m1 and 0 are integers satisfying some conditions, the family {¢1} forms an
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orthogonal wavelet basis. A weighted sum of such functions with appropriately chosen

m1 and z, can thus be used; in this way, only the weights have to be computed [18].

- Another way to design a wavelet network is to determine the m1 and d, according to a

space frequency analysis of the data; this leads to a set of wavelets which are not

necessarily orthogonal [1 O, 11 ].

- Alternatively, one can consider a weighted sum of wavelets functions whose

parameters m1 and d, are adjustable real numbers, which are to be trained together with

the weights.

In the latter approach, wavelets are considered as a family of parameterized nonlinear

functions which can be used for nonlinear regression; their parameters are estimated

through "training".

This chapter introduces training algorithms for feedback wavelet networks used for

dynamic modeling, which are similar in spirit to training algorithms used for feedback

neural networks.

Choice of a mother wavelet

We choose the first derivative of a Gaussian function, ¢(x) = ±xexp( ±~x2) as a

mother wavelet. It may be regarded as a differentiable version of the Haar mother

wavelet, just as the sigmoid is a differentiable version of a step function, and it has the

universal approximation property [17]. This mother wavelet has also been used in

reference [17]. More complex wavelet functions, such as the second derivative of the

Gaussian may be used, but they will not be considered here.

The wavelet network.

In the case of a problem with Ni inputs, multidimensional wavelets must be considered.

The simplest, most frequent choice is that of separable wavelets, i.e. the product of Ni

monodimensional wavelets of each input:
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(3.7)

(3) Can be viewed as a network with N; inputs, a layer of N; wavelets of dimension N;, a

bias term, and a linear output neuron. When linear terms are expected to play an

important role in the model, it is customary to have additional direct connections from

inputs to outputs, since there is no point in using wavelets for reconstructing linear

terms. Such a network is shown in figure 3.5.

r r r r

Linear Output Neuron

.................. Layers of Wavelets

Xı

Figure 3.5 A Feedforward Wavelet Network
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3.4 Static Modeling Using Feedforward Wavelet Networks

Static modeling with wavelet networks has been investigated by other authors in [ 17].

We consider a process with N; inputs and a scalar output YP Steady-state measurements

of the inputs and outputs of the process build up a training set of N examples (x" y;)

x" = [x~ , ..... ,x;, r being the input vector for example n and y; the corresponding

measured process output. In the domain defined by the training set, the static behavior

of the process is assumed to be described by:

n = 1 to N (3.8)

Where f is an unknown nonlinear function, and wn denotes a set of independent

identically distributed random variables with zero mean and variance O",~, . We associate

the following wavelet network to the assumed in equation (3.8).

r" = l!'(x\B) n = 1 to N (3.9)

Where yn is the model output value related to example n, the nonlinear function 4J ıs

given by relation (3.7), and 8 is the set of adjustable parameters:

(3.10)

8 is to be estimated by training so that 4J approximates the unknown function! on the

domain defined by the training set.
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3.4.1 Training Feedforward Wavelet Networks

As usual, the training is based on the minimization of the following quadratic cost

function:

(3 .11)

The minimization is performed by iterative gradient-based methods. The partial

derivative of the cost functions with respect to 8 ıs:

c}J N n ayn-=-L> -
c}(} n=I c}(}

(3.12)

where ay" is a short notation for ay / ,, The components of the latter vector are:
ô() X=Xô() 

parameter a.o:

;::;, ,n
_vy =1
Ôa0 

(3.13)

direct connection parameters:

;::;.," N
vy _ x" k = 1, , ;~ - k
oak 

(3.14)

weights:

ayn = Cl> (x") J = 1, ,Nw
Jôc1

(3.15)

translations:
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;).,,n c . 8<1>. d · 1 N
_v_y = ±-) __ ) I ·" k = l, .... .N, an J = , ... , wd a X=,>am jk jk z jk

(3.16)

with

a<1>-a J lx=x" = rp(zJ, )rp(zJ2 ) ..... ¢' (zJk ) ....rp(zJNi)
»»

(3.17)

where ¢' (zJk) is the value of the derivative of the scalar mother wavelet at point zJk

(3.18)

dilations:

oyn C a<!>
- =+-1 11 j Iôdjk - d . 21k -a~- x=x" k = l, .... ,N; and j = 1 ... N

Jk z jk ' ' w

(3.19)

At each iteration, the parameters are modified using the gradient (3.8), according to:

f..B=-MaJ
ae (3.20)

where Mis some definite positive matrix (M = µ Id, µ>O in the case of a simple gradient

descent, or M = µH1, µ>O where H1 is an approximation, updated iteratively, of the

inverse Hessian, for quasi-Newton methods).

3.4.2 Initialization of the Network Parameters

Initializing the wavelet network parameters is an important issue. Similarly to Radial

Basis Function networks (and in contrast to neural networks using sigmoidal functions),

a random initialization of all the parameters to small values (as usually done with neural

networks) is not desirable since this may make some wavelets too local (small dilations)

and make the components of the gradient of the cost function very small in areas of

interest. In general, one wants to take advantage of the input space domains where the

wavelets are not zero. Therefore, we propose an initialization for the mother wavelet
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¢(x) = ±x exp(±± x2 J based on the input domains defined by the examples of the

training sequence. We denote by [ak, r3k] the domain containing the values of the k-th

component of the input vectors of the examples. We initialize the vector m of wavelet}

at the center of the parallelepiped defined by the N; intervals { [ak, r3k]}: mj, = Yz (ak+r3k).

The dilation parameters are initialized to the value 0.2( r3k - ak) in order to guarantee

that the wavelets extend initially over the whole input domain. The choice of the ak (k =
1, .... , N) and Cj (j = 1, ..... , Nw) is less critical: these parameters are initialized to small

random values.

3.4.3 Stopping Conditions for Training

The algorithm is stopped when one of several conditions is satisfied: the Euclidean

norm of the gradient, or of the variation of the gradient, or of the variation of the

parameters, reaches a lower bound, or the number of iterations reaches a fixed

maximum, whichever is satisfied first.

The final performance of the wavelet network model depends on whether: (i) the

assumptions made about the model are appropriate, (ii) the training set is large enough,

(iii) the family contains a function which is an approximation off with the desired

accuracy in the domain defined by the training set, (iv) an efficient (i.e. second-order)

training algorithm is used.

3.5 Dynamic Modeling Using Wavelet Networks

We propose to extend the use of wavelet networks to the dynamic modeling of single

input single-output (SISO) processes. The training set consists of two sequences of

length N: the input sequence { u (n)} and the measured process output {yp (n)}. As in the

static case, the aim is to approximate /by a wavelet network.
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Depending on the assumptions about the noise, either feedforward or feedback

predictors may be required [9]. For example, if it is assumed that the noise acting on the

process is state noise i.e. if a Nonlinear AutoRegressive with eXogeneous inputs

(NARX, or Equation Error) model

y P (n) = f(y P (n ± l),y P(n ± 2),... ,y P (n ± Ns),u(n ± 1), .... ,y P (n ± N.))+ w,, (3.21)

is assumed to be valid, then the optimal associated predictor is a feedforward one,

whose inputs are past outputs of the process YP and the external inputs u:

y(n) = f(y P (n-1),y P (n -2), ....,y P (n - Ns ), u(n -1), ....,u(n - N.)) (3.22)

Where f is a unknown nonlinear function, which is to be approximated by a wavelet

network 4J.

Conversely, if it is assumed that the noise is output noise, i.e. if an Output Error model

s(n) = f(s(n ± 1),s(n ± 2),....,s(n ± NJ,u(n ± 1), ... .u(n± N.))

y /n) = s(n) + w(n)

(3.23)

(3.24)

is assumed to be valid, then the optimal associated predictor is a feedback one, whose

inputs are past outputs of the model y and the external inputs u:

y(n) = f(y(n- l),y(n-2), ....,y(n-NJ,u(n -1), ..... ,u(n -N.)) (3.25)

In the absence of noise, either feedforward or feedback predictors can be used. If the

goal is the design of a simulation model, i.e. of a model that can compute the output

more than one time step ahead, a feedback predictor should be trained [9].

If all cases, 8 is to be estimated so that 4J approximates the unknown function fon the

domain defined by the training set.
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We define the copy n (n = 1, ... , N) as the wavelet network configuration giving y(n) at

its output in the case of a feedforward predictor, and as the feedforward part of the

network canonical form in the case of a feedback predictor [8]. In order to keep the

notations equivalent with the previous section we note: yn = y (n).

3.5.1 Training Feedforward Wavelet Predictors 

In this case, the N copies are independent, and the training is similar to that of a static

model. Therefore, the input vector of copy n can be viewed as the vector xn and {yp(n)}

as the process output defined as y; . More precisely, the inputs of copy n can be

renamed as:

- external inputs: x; = u(n-k) with k = 1, .... , Ne

- state inputs: x; = y P (n -k + NJ with k =Ne+ 1, ..... , Ne+ N,

Since the state inputs of the copies are forced to the corresponding desired values, the

predictor is said to be trained in a directed [8].

3.5.2 Training Feedback Wavelet Predictors 

In this case, the N copies are not independent: the N output values yn = y (n) of the

network may be considered as being computed by a large feedforward network made of

N cascaded copies of the feedforward part of the canonical form of the feedback

network [8]: the state inputs of copy n are equal to the state outputs of copy n-1. The

inputs and outputs of copy n are renamed as:

- External inputs: x; = u(n-k) with k = 1, .... , Ne.

- State inputs: x; = u(n - k + Ne) with k =Ne+ 1, .... , Ne+ N5•

- State outputs: x; = y(n-k +Ne+ N', + 1) with k =Na+ Ns + 1, .... , Ne+ 2N5•

x~,+N,+ı = y(n) = yn is then-th value of the output of the network.
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fr= {m;k,d;k>c; ,a; ,a;} With}= 1, ... , Nw and k = 1 , ... , Ne+ Ns

is the set of parameters of copy n. The feedback predictor network and copy n are shown

in figure 3.6.

Since the state inputs of the first copy only are forced to desired values, the predictor is

said to be trained in a semi-directed fashion [8], (also known as backpropagation

through time [ 15]: the gradient of the cost function is computed by a single

backpropagation The ofgradientthrough the N copies).

J(()) = _!_f (y; - y" )2 = _!_f (e" )2 with respect to 8 can be expressed as the sum of the
2 n=I 2 n=I

gradient with respect to each of the N copies en of 8:

(3.26)

The analytical expressions of
oy" oy" oy" oy" oy"

which are the components

of

oy"
8()"

are identical to those given (without superscript n for 8), for the training of

feedforward nets.

The set of partial derivatives {:;.} can be computed by backpropagation through the

feedforward network consisting of the N cascaded copies. We introduce the

intermediate variables {qz}' qz being the partial derivative of -J with respect to x;' the

state variable Xk of the n-th copy:

(3.27)
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Copy N:

output:
N N N

qoııı = qN,+N,+l = e

other output state variables:

q; = O with k =Ne+ N5 + 2, .... , Ne+ 2N5•

- for the Ns state inputs :

[

Nw CN am JN N J '*'J N
qk = ak + L dN -a N qOl/I

;=I Jk 'ZJk

with k = Ne + l, .....N', + Ns

Copies n = N-1 to 2:

output:

N n n+l
qoııı = e +qN,+l

48

(3.28)

(3.29)

(3.30)

(3.31)



A Wavelet Neural Network

y(n)
y(n-1)

ı t I··

\ \\\\

••••••••••• ıİ'-..

Unit Delay

D D

u(n-1) u(n-N0) y~n-1) ~(n-2)

Figure 3.6 Feedback Predictor Network

3.6 Summary 

In this chapter, we extend the use of wavelet networks for function approximation to

dynamic nonlinear input-output modeling of processes.

The WNN approach offers additional advantages in terms of learning and optimization

functions that may be carried out off-line or on-line. Furthermore, the neural net

topology suggests means for parallel processing - useful in high frequency processes.
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The scheme shows promise as an effective model for the analysis of vibration and

process data for many industrial and other engineered systems.

The training procedure is illustrated on the modeling of simulated and real processes in

the next chapter.
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4. PRACTICAL CONSIDERATION USING MATLAB 

4.1 Overview 

This chapter introduces, Times-Series Comparison Method of Prediction, Design of

Wavelet Neural Network Multiresolution System, and Modeling and Experimental

Results.

4.2 Times-Series Comparison Method of Prediction 

During the last two decades, various approaches have been developed for time series

prediction. Among them linear regression methods such as autoregressive (AR) and au

toregressive moving average (ARMA) models have been the most used methods in

practice. The theory of linear models is well known, and many algorithms for model

building are available.

Linear models are usually inadequate for financial time series as in practice almost all

economic processes are nonlinear to some extent. Nonlinear methods are widely

applicable nowadays with the growth of computer processing speed and data storage.

Of the nonlinear methods, neural networks have become very popular. Many different

types of neural networks such as MLP and RBF have been proven to be universal func

tion approximators, which make neural networks attractive for time series modeling,

and for financial time-series forecasting in particular.

An important prerequisite for the successful application of some modem advanced

modeling techniques such as neural networks, however, is a certain uniformity of the

data [14]. In most cases, a stationary process is assumed for the temporally ordered

data. In financial time series, such an assumption of stationarity has to be discarded.

Generally speaking, there may exist different kinds of nonstationarities. For example, a

process may be a superposition of many sources, where the underlying system drifts or

switches between different sources, producing different dynamics. Standard approaches

such as AR models or nonlinear AR models using MLPs usually give best results for
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stationary time series. Such a model can be termed as global as only one model is used

to characterize the measured process. When a series is nonstationary, as is the cage for

most financial time series, identifying a proper global model becomes very difficult,

un 1 ess the nature of the nonstationarity is known. In recent years, local models have

grown in interest for improving the prediction accuracy for nonstationary time series.

4.3 Design of Wavelet Neural Network Multiresolution System 

The efficient way is to design a hybrid scheme incorporating multiresolution

decomposition techniques such as the wavelet transform, which can produce a good

local representation of the signal in both the time domain and the frequency domain

[13]. In contrast to the Fourier basis, wavelets can be supported on an arbitrarily small

closed interval. Thus, the wavelet transform is a very powerful tool for dealing with

transient phenomena.

There are many possible applications of combining wavelet transformations into

financial time-series analysis and forecasting. Recently some financial forecasting

strategies have been discussed that used wavelet transforms to preprocess the data. The

preprocessing methods they used are based on the translation invariant wavelet

transform [7] or a trous wavelet transform [4].

In this work, we have developed a neuro-wavelet hybrid system that incorporates

multiscale wavelet analysis into a set of neural networks for a multistage time series

prediction. Compared to the work in [11], our system exploits a shift invariant wavelet

transform called the autocorrelation shell representation (ASR) [4] instead of the

multiscale orthogonal wavelet transform as was originally presented in [13]. It is

cumbersome to apply the commonly defined DWT for real-time time series

applications due to the lack of shift invariance, which plays an important role in time

series forecasting. Using a shift invariant wavelet transform, we can easily relate the

resolution scales exactly to the original time series and preserve the integrity of some

short-lived events [2].
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Basically, we suggest the direct application of the a trous wavelet transform based on

the ASR to financial time series and the prediction of each scale of the wavelet's

coefficients by a separate feedforward neural network. The separate predictions of each

scale are proceeded independently. The prediction results for the wavelet coefficients

can be combined directly by the linear additive reconstruction property of ASR, or

preferably, as we propose in this chapter, by another NN in order to predict the original

time series. The aim of the last network is to adaptively choose the weight of each scale

in the final prediction [ 11 ], as illustrated in figure 4.1.

a trous filtering

~

I I I 2 I . I . I . I k I • Wı(k)

ı ı I 2 I . I . I . I k I K+l I • Wı(k+l)

11 I 2 I . I . I . I k I K+I I K+2 I • Wı(k+2)

I 1 I 2 I . I . I . I k I K+I I K+2 I K+3 1---,

Keep last coefficient in each scale

Wı(k) WJ(k)

W2(k+l) WJ(k+I) W4(k+l)

W2(k+2) WJ(k+2) W4(k+2) Cp(k+2)

Figure 4.1 Illustration of the Procedure for Preparing Data in the Hybrid Neuro

Wavelet Prediction Scheme.

Figure 4.2 shows our hybrid neuro-wavelet scheme for time series prediction. Given

the time series f(n), n = 1, ..... , N, so our aim is to predict the Ith sample a head, f(N+I),
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of the series. That is, I = 1 for single step prediction; for each value of I we train a

separate prediction architecture. The hybrid scheme basically involves three stages,

which bear a similarity with the scheme in [ 11]. In the first stage, the time series is

decomposed into different scales by autocorrelation shell decomposition. In the second

stage, each scale is predicted by a separate NN and in the third stage, the next sample

of the original time series is predicted, using the different scale's prediction, by another

NN. More details are expounded as follows.

For time series prediction, correctly handling the temporal aspect of data is our

prımary concern. The time-based a trous transform as described above provides a

simple method.

Predictor

Predictor

Output I

Decomposition
(a trous transform)

Input Data ~1
Predictor

Predictor

Predictor

Figure 4.2 Wavelet/Neural Net Multiresolution System.
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In time series prediction is estimated a function r(t+p) at time (t+p), using the k-time

steps back time from t time.

4.4 Modeling and Experimental Results 

For modeling we used 1200 data, saved in MATLAB software under Huthaifa.m, we

developed 2-layer (hidden and output) feedforward ANN based on adaptive learning

algorithm using the following MATLAB command.

net=newff(minmax(p ),[50, I], {'tansig' ,'tansig'} ,'traingda');

net.trainParam.show = 50;

net.trainParam.lr = 0.05;

net.trainParam.lr_inc = I .04;

net.trainParam.epochs = 3000;

net.trainParam.goal = le-3;

[net,tr ]=train(net,p,t);

a= sim(net,p );

The first step in our design is to create the network object. The function newff creates a

trainable ANN involving p = [r(t); r(t-1); r(t-2)] three inputs, 50 neurons in hidden and

one neuron in output layer, target is d = r(t+ I); ANN output (predicted data) is a(t).

MATLAB provides a function called bilinear to implement this mapping. Its

invocation is similar to impinvr function, but it also takes several forms for different

input-output quantities. The plot of input data that characterize return rates of company

taking from stock marketing is given in figure 4.3.

x=load ('huthaifa.m');
plot(x)
title('original signal')
ylabel('O: I 200');
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original signal

oo
N

0.04

0.02

0 -0.02

-0.04

-0.06

200 400 600 800 1000 1200

Figure 4.3 Input Data.

% Illustrate Decomposition using Wavelet "Haar" to Obtain approximation and Detail
x=load ('huthaifa.m');
subplot(3, I, 1 );

plot(x)
title('original signal')
ylabel('O: 1200');
ts=x(l: 150);
is=length(ts );
[cal ,cd 1 ]=dwt(ts,'haar');
%Perform one step reconstruction of ca 1 and cd 1
al =upcoefı('a' cal 'haar' 1 is)·

. ' ' ' ' 'subplot(3, 1 ,2);
plot(al)
title('al'); ylabel('l:150');
d 1 =upcoefı('d' cd I 'haar' I is)·' ' ' ' 'subplot(3, 1 ,3);
plot( d 1)
title('d 1 '); ylabel(' 1: 150');
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original signal
0.1

~_:::~~~ (a)

-0.1o 200 400 600 800 1000 1200

a1
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o

0 lı r-: _, n {\ I I 111\A ı v lı f\rı _,-1\ ~ M r\ r'l n (b)LO..-..-
-0.02

-0.04o 50 100 150
d1

0.1

o 0.051
~ ! A . I (c)

LO o..-....-
-0.05

-0.1o 50 100 150

Figure 4.4 (a) Original Signal, (b) Approximation of Decomposed Signal, and (c)

Detail of Decomposed Signal.
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% Illustrate Prediction algorithm for the period of 1: 150 from the original signal and the
% output of the Neural Network
x 1 =lagmatrix(al, 1 )';
x2=lagmatrix(xl, l)';
x3=lagmatrix(x2, 1 )';
yl =xl (:,4: 146);
y2=x2(:,4: 146);
y3=x3(:,4: 146);
dO=dl';
dl =d0(:,4: 146);
[dl' yl' y2' y3'];
p = [yl;y2;y3];
t=[dl];
figure

Performance is 0.000998151, Goal is 0.001 
10° ~-~-~--~-~--~-~--~-~-~--~~ 

10-1

.:£
(..)

..!!!cc
Iroo

<.!)
Q) 10-2
:::ı
cc
I

Cl
C:
C:
·~
I-

10-3

10-4 ~-~-~-~--~-~-~-~--~-~-~~
O 200 400 600 800 1000 1200 1400 1600 1800 2000 

2096 Epochs

Figure 4.5 Output of Neural Network Training
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% Illustrates the calculation of error and beta signal
error=d 1-a;
b=max(a);
beta=error* 100./b;
subplot(3, 1, 1)
plot(dl)
title('detail signal');
subplot(3, 1,2)
plot(a)
title('beta signal');
subplot(3, 1,3)
plot(error)
title('error signal');
[dl' a' beta'];

detail signal

o

-0.1 ~------~-------~------~ 
o 50 beta signal 100 

o~~

-0.1~------~-------~-------~ o 50 error signal 100 

O.Ol

o

-O.Ol
o 50 100 

Figure 4.6 (a) Detail Signal as Input Signal to Neural Network, (b) Beta Signal as

Target ofN.N, and (c) Error Signal.
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The parameters used are as follows: training rate rı = 0.05, maximal number of epochs

is set to 3000, training goal (graidient) is 10·3. The training function train involves

network object net, input vector -p, and target vector d. The function sim simulates the

network- takes the network input p, network object net and return a network output

a(t). The training stopped after n = 2096 epochs when training error remains within of

performance index (goal) that is set to 10·3. The training is shown in figure 4.6.

4.5 Summary 
This chapter were considered 2-layers feedforward back propagation ANN based on

adaptive learning algorithm for time series signal prediction developed ANN has 3-

inputs, SO-neurons in hidden layer and single output. The number of updated weights is

200. (The rest of the data are in the Appendix).

Experimental results show that the relative error of prediction is less than 3%.
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CONCLUSION 

Literature review on application of the wavelet for time series prediction was given.

Continuous and discrete wavelet transforms, their properties, time and frequency

selectivity were analyzed.

ANN based on backpropagation algorithm with different activation functions were

examined.

Neuro-wavelet hybrid system training with appropriate translation and dilation parameter

were designed. Neuro-wavelet system with wavelet multi-scale analyzer connected to

parallel ANN predictors, were designed Output predicted signal is obtained by

- combinations of the output of ANNs.

The developed neuro-wavelet network is used for prediction return rates in stock market

for prediction of return rates of company.

Wavelet neural network based on multi-resolution prediction allow to increase precision

of prediction of long term forecasting non-stationary time series.
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APPENDIX A

MATLAB Program for Wavelet Decomposition and Prediction of 

Signal using Backpropagation with Adaptive Training 

First Part of the Signal

x=load ('huthaifa.m');
plot(x)
title('original signal')
ylabel('O: 1200');
% Illustrate Decomposition using Wavelet "Haar" to Obtain approximation and Detail
x=load ('huthaifa.m');
subplot(3, 1, 1 );

plot(x)
title('original signal')
ylabel('O: 1200');
ts=x(l: 150);
is=length(ts);
[cal ,cd 1 ]=dwt(ts,'haar');
%Perform one step reconstruction of ca 1 and cd 1
al =upcoefı('a' cal 'haar' 1 is)·' ' ' ' 'subplot(3, 1 ,2);
plot(al)
title('al '); ylabel('l: 150');
d 1 =upcoefı('d' cd 1 'haar' 1 is)·' ' ' ' 'subplot(3, 1 ,3);
plot(dl)
title('dl'); ylabel('l:150');
% Illustrate Prediction algorithm for the period of 1: 150 from the original signal and the
% output of the Neural Network
xl =Iagmatrix(al, 1)';
x2=lagmatrix(xl, l)';
x3=lagmatrix(x2, 1)';
yl =xl(:,4: 146);
y2=x2(:,4:146);
y3=x3(:,4:146);
dO=dl';
dl=d0(:,4:146);
[dl' yl' y2' y3'];
p = [yl;y2;y3];
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t = [dl];
figure
% Illustrates the calculation of error and beta signal
error=d 1-a;
b=max(a);
beta=error* 100./b;
subplot(3, 1, 1)
plot(dl)
title('detail signal');
subplot(3, 1,2)
plot(a)
title('beta signal');
subplot(3, 1,3)
plot( error)
title('error signal');
[dl' a' beta'];

Second Part of the Signal

x=load ('huthaifa.m');

s= x(l :300);subplot(3, 1, 1);

plot(s)

title('original signal')

ylabel('200:300');

is=length(s);

%Perform one step decomposition of S using haar

[cal ,cd 1 ]=dwt(s,'haar');

%Perform one step reconstruction of ca 1 and cd 1

a2=upcoef('a' ,ca 1,'haar', I ,is);subplot(3, 1,2);

plot(a2)

title('a2'); ylabel('200:300');

d2=upcoef('d',cdl ,'haar', 1,is);subplot(3, 1,3);

plot(d2)

title('d2'); ylabel('200:300');

xl =lagmatrix(s, 1 )';

x2=lagmatrix(xl, 1 )';

x3=lagmatrix(x2, 1 )';
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yl =xl(:,204:296);

y2=x2(: ,204 :296);

y3=x3(: ,204:296);

dl=d2';

d2=dl(:,204:296);

[d2' yl I y2' y3'];

p = [yl;y2;y3];

t = [d2];

net=newff( minmax(p ), [5 O, 1 ], { 'tansig', 'tansig'} ,'traingda');

net.trainParam.show = 50;

net.trainParam.lr = 0.03;

net.trainParam.lr_inc = 1.04;

net.trainParam.epochs = 7000;

net.trainParam.goal = le-3;

[net,tr ]=train(net,p,t);

a= sim(net,p );

error=d2-a;

b=max(a);

beta=error* 100.lb;

figure

subplot(3, 1, 1)

plot(dl)

title('detail signal');

subplot(3, 1 ,2)

plot(a)

title('beta signal');

subplot(3, 1 ,3)

plot(error)

title('error signal');

[d 1' a' beta'];
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Third Part of the Signal

x=load ('huthaifa.m');

s= x(l :500);subplot(3,l,l);

plot(s)

title('original signal')

ylabel('300:500');

is=length(s);

%Perform one step decomposition of S using haar

[cal ,cd 1 ]=dwt(s,'haar');

%Perform one step reconstruction of cal and cd 1

a3=upcoef('a',cal ,'haar', l ,is);subplot(3, 1,2);

plot(a3)

title('a3'); ylabel('300:500');

d3=upcoef('d',cd l ,'haar', l ,is);subplot(3, 1,3);

plot(d3)

title('d3'); ylabel('300:500');

x 1 =lagmatrix( s, 1 )';

x2= lagmatrix( x 1, 1 )';

x3=1agmatrix(x2, 1 )';

yl =xl(:,304:496);

y2=x2(:,304:496);

y3=x3(:,304:496);

d2=d3';

d3=d2(:,304:496);

[d3' yl' y2' y3'];

p = [yl;y2;y3];

t = [d3];

net=newff(minmax(p ),[50, 1 ], {'tansig','tansig'} ,'traingda');
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net.trainParam.show = 50;

net.trainParam.lr = 0.03;

net.trainParam.lr_inc = 1.04;

net.trainParam.epochs = 7000;

net.trainParam.goal = le-3;

[net,tr ]=train(net,p,t);

a= sim(net,p );

error=d3-a;

b=max(a);

beta=error* 100./b;

figure

subplot(3, 1, 1)

plot(d3)

title('detail signal');

subplot(3, 1,2)

plot(a)

title('beta signal');

subplot(3, 1,3)

plot(error)

title('error signal');

[d3' a' beta'];
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1 0.014757
2 0.011961
3 -0.00318
4 0.003471
5 0.004668
6 -0.00408
7 0.012982
8 -0.00186
9 0.009517
10 -0.00231
11 0.01015
12 -0.0067
13 0.00498
14 0.000739
15 0.010633
16 -0.00235
17 0.007814
18 0.002331
19 -0.00223
20 -0.01607
21 -0.00085
22 -0.0209
23 0.000921
24 0.005671
25 -0.01484
26 -0.00445
27 0.015766
28 -0.01949
29 -0.00734
30 -0.03624
31 0.008684
32 0.007583
33 -0.00017
34 -0.00579
35 -0.01307
36 0.014257
37 -0.00859
38 -0.01131
39 0.019685
40 0.016177
41 -0.00285
42 -0.00588
43 -0.00949

APPENDIXB 

Original Signal 

44 0.006382
45 0.004328
46 -0.00792
47 -0.03837
48 -0.01482
49 -0.06801
50 0.03863
51 -0.0038
52 -0.0083
53 -0.00852
54 0.050899
55 -0.01686
56 -0.02585
57 0.029453
58 0.020475
59 0.00773
60 0.007517
61 -0.02545
62 0.001197
63 0.003725
64 0.005606
65 0.035411
66 -0.02192
67 0.001947
68 0.003771
69 0.000315
70 -0.03051
71 -0.03011
72 0.016434
73 -0.014
74 -0.00402
75 -0.01413
76 -0.01158
77 0.026005
78 0.013531
79 -0.00292
80 0.010786
81 0.041729
82 0.008525
83 0.005651
84 0.00145
85 0.00563
86 0.008001
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87 -0.00724
88 0.001541
89 -0.00651
90 0.002581
91 0.016703
92 0.011732
93 0.011769
94 -0.00068
95 0.007049
96 0.01357
97 0.006315
98 -0.00947
99 -0.00172
100 -0.00646
101 -0.00293
102 0.007184
103 0.009016
104 0.003037
105 0.004529
106 0.007104
107 0.009492
108 0.021194
109 -0.00439
11 O 0.00328
111 0.0046
112 -0.02407
113 0.010012
114 -0.00343
115 -0.01802
116 0.023128
117 0.009314
118 -0.00532
119 0.001786
120 -0.01561
121 0.001236
122 -0.02166
123 0.018954
124 -0.00077
125 0.015526
126 0.006822
127 0.012466
128 0.000607
129 0.020747
130 -0.00185
131 -0.00064

132 0.013317
133 -0.00796
134 -0.00219
135 -0.00092
136 0.013582
137 0.02214
138 -0.00205
139 0.004221
140 -0.00879
141 -0.01928
142 -0.00412
143 -0.01799
144 0.025631
145 0.00703
146 0.00369
147 -0.01708
148 -0.00807
149 0.007174
150 0.014854
151 -0.0073
152 0.017858
153 0.011277
154 -0.00519
155 -0.00865
156 0.007987
157 -0.01854
158 -0.00728
159 0.003526
160 -0.02221
161 0.006093
162 0.024919
163 -0.01907
164 0.009544
165 -0.01437
166 0.010825
167 0.001568
168 0.026565
169 -0.00075
170 -0.01398
171 -0.00669
172 -0.00537
173 -0.00175
174 -0.00862
175 0.001795
176 0.015427
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177 0.023126
178 0.005692
179 -0.00225
180 0.005469
181 0.008424
182 -0.00238
183 0.009787
184 -0.00067
185 -0.00655
186 0.014432
187 -0.01311
188 -0.00175
189 -0.02688
190 0.00511
191 0.016869
192 -0.00557
193 0.021336
194 -0.00719
195 -0.01106
196 0.005714
197 0.021179
198 -0.00244
199 0.006829
200 0.01288
201 0.003252
202 0.007624
203 -0.00648
204 -0.01584
205 -0.00421
206 -0.00291
207 -0.02238
208 0.012943
209 0.02293
210 0.016989
211 -0.00145
212 0.002351
213 0.002029
214 -0.00872
215 -0.00598
216 -0.0057
217 0.014567
218 -0.01671
219 0.011494
220 -0.01133
221 0.009722

222 -0.00349
223 0.011423
224 0.006189
225 0.00261
226 -0.02176
227 0.001263
228 -0.00461
229 0.008183
230 -0.00402
231 -0.00638
232 -0.01777
233 -0.01703
234 0.015852
235 -0.0179
236 0.015943
237 -0.00582
238 0.000425
239 0.003653
240 0.021708
241 0.005099
242 -0.01288
243 0.000994
244 -0.012
245 -0.00705
246 0.000278
247 0.005533
248 0.02248
249 0.007133
250 0.002194
251 0.004587
252 -0.00973
253 -0.00211
254 -0.01296
255 -0.00036
256 0.012195
257 0.015097
258 0.015731
259 0.00601
260 0.00743
261 -0.00223
262 0.005576
263 -0.00103
264 0.006354
265 -0.00298
266 -0.00396
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267 0.003308
268 0.008189
269 0.006498
270 -0.00784
271 -0.0217
272 0.00159
273 -0.01328
274 -0.00296
275 -0.00677
276 0.011189
277 0.001878
278 -0.01785
279 -0.00918
280 -0.0005
281 -0.00442
282 -0.01274
283 0.00642
284 -0.01022
285 -0.00191
286 -0.01261
287 0.015998
288 -0.0029
289 0.02274
290 0.002327
291 0.010062
292 -0.00842
293 -0.00694
294 0.009837
295 0.017664
296 0.002411
297 0.013414
298 -0.01431
299 -0.01009
300 -0.01799
301 -0.00273
302 0.008073
303 -0.00899
304 0.028906
305 -0.005
306 -0.00467
307 0.002611
308 0.002968
309 -0.00557
310 -0.00583
311 -0.01371

312 0.000387
313 0.012848
314 8.24E-05
315 -0.02093
316 0.002241
317 -0.02297
318 -0.00238
319 0.004658
320 -0.00086
321 -0.01079
322 0.011306
323 7.80E-05
324 0.016986
325 -0.00249
326 0.018481
327 -0.00585
328 0.013949
329 -0.00061
330 -0.0166
331 -0.02094
332 -0.00166
333 -0.02806
334 0.005387
335 0.005733
336 0.022286
337 -0.00451
338 0.014054
339 -0.00616
340 -0.00906
341 0.011545
342 0.035266
343 0.015263
344 -0.00646
345 -0.00471
346 0.005335
347 0.00569
348 0.00557
349 0.004948
350 -0.00852
351 0.005991
352 0.005825
353 0.010569
354 -0.0012
355 0.018417
356 -0.00659
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357 0.010087
358 -0.00206
359 -0.00075
360 -0.01147
361 0.008856
362 -0.00032
363 -0.0062
364 -0.01344
365 0.006343
366 0.008099
367 0.017217
368 -0.00696
369 -0.00995
370 -0.00375
371 0.003013
372 0:006342
373 -0.00128
374 -0.00851
375 0.007241
376 0.003856
377 0.001586
378 -0.00207
379 0.010817
380 0.001884
381 0.015465
382 -0.00085
383 0.000384
384 0.003979
385 0.00069
386 0.003264
387 -0.00955
388 -0.03834
389 0.001922
390 0.000956
391 0.02709
392 0.01119
393 -0.01306
394 -0.00439
395 0.01217
396 0.010671
397 -0.00683
398 0.000522
399 -0.0071
400 -0.00291
401 -0.02763

402 0.006065
403 -0.00421
404 -0.00394
405 -0.02746
406 0.025218
407 0.010628
408 -0.00011
409 0.011248
410 -0.00042
411 -9.13E-05
412 0.012273
413 -0.02082
414 0.003627
415 -0.02097
416 0.002033
417 0.008713
418 -0.01026
419 0.000425
420 -0.03038
421 0.004517
422 0.006301
423 -0.00534
424 -0.01483
425 0.011017
426 0.013627
427 0.009346
428 0.001863
429 0.019837
430 -0.0127
431 -0.02563
432 0.008173
433 0.025602
434 -0.00472
435 -0.00821
436 -0.01769
437 0.024273
438 0.047646
439 0.004114
440 -0.00535
441 0.025566
442 0.004532
443 0.017799
444 7.20E-05
445 -0.00236
446 -0.01058
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447 0.000524
448 -0.01366
449 0.007164
450 0.004931
451 -0.00746
452 -0.00492
453 0.009392
454 0.009998
455 -0.00784
456 -0.00257
457 -0.02227
458 -0.01817
459 -0.05828
460 0.033084
461 0.028663
462 -0.00981
463 0.004953
464 -0.00326
465 0.033276
466 -0.01113
467 0.00269
468 -0.00853
469 0.010892
470 -0.01496
471 -0.02157
472 -0.00391
473 0.01636
474 -0.00591
475 -0.00845
476 -0.0206
477 0.017902
478 0.009341
479 0.022098
480 0.009419
481 -0.01244
482 -0.00731
483 -0.02105
484 -0.00443
485 -0.01918
486 0.018335
487 -0.01253
488 -0.00253
489 0.032242
490 -0.0013
491 0.019858

492 0.019637
493 -0.00652
494 -0.00667
495 0.009274
496 -0.00659
497 -0.00323
498 -0.00752
499 0.01621
500 0.000749
501 0.005569
502 -0.00965
503 0.014708
504 -0.00676
505 0.002155
506 -0.01822
507 -0.00737
508 0.009594
509 -0.00327
510 0.002944
511 -0.00854
512 0.008465
513 0.010271
514 -0.01586
515 0.007219
516 0.015261
517 -0.00222
518 0.003565
519 0.00813
520 0.001956
521 0.009453
522 0.000338
523 -0.01109
524 -0.00789
525 0.009184
526 -0.01028
527 -0.01074
528 0.006952
529 -0.01495
530 -0.00193
531 -0.02051
532 0.007705
533 0.005081
534 0.000417
535 0.009634
536 0.007139
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537 0.011204
538 0.002352
539 -0.0067
540 -0.00857
541 0.007937
542 0.013398
543 -0.00478
544 -0.00309
545 0.010961
546 -0.00291
547 - 0~005202= -
548 - -0.:-0009- · o,

549 - 0,005233 -
550 0.00-1554
551 -0. 00t23
552 0.005072
553 -0.00281
554 -0.0048
555 0.010043
556 0.002036
557 -0.009
558 -0.00984
559 0.006876
560 ~0 ..00533 -
561 - -0.00351 . -cc-

562 -0.00488
563 0.00_197: ~

-
564 -0.00272·
565 -0.01017_ --
566 -0.01A53 _
567 0.010654
568 -0.00586
569 -0.00158
570 - -0.00023
571 -0.00669
572 -0.00821
573 -0.00045
574 0.022235
575 -0.01494
576 -0.00019
577 -0.0068
578 0.00551
579 0.001367
580 -0.019
581 -0.00494

---------------

==""' .::......,· _..:..._ __ ~:_ ::-
- -- -=--

582 -0.01071
583 -0.01617
584 -0.02551
585 0.033381
586 0.000327
587 -0.01793
588 -0.00581
589 0.034743
590 0.005883
591 -0.00082
592 0.001684
593 -0.02377
594 -0.00034
595 0.011096
596,. 0.01383
597 0.021978
598 -0.00572
599 0.004996
600 -0.00114
601 0.003855
602 -0.00022
603 -0.01578
604 -0.00649
605 -0.0244
606 -0.01078
607 0.023452
608 0.00496
609 -0.01258
610 -0.00335
611 -0.01835
612 0.003523
613 -0.01855
614 0.014678
615 0.005366
616 -0.00955
617 0.004371
618 -0.02011
619 0.000213
620 0.007406
621 0.038922
622 -0.01822
623 -0.00585
624 0.019605
625 0.007526
626 -0.00654
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627 -0.00816
628 -0.01401
629 -0.02146
630 0.008071
631 -0.01296
632 -0.0313
633 0.008002
634 0.024387
635 0.007075
636 0.01044
637 0.003988
638 -0.01045
639 -0.02803
640 0.050099
641 -0.01055
642 -0.02624
643 -0.00192
644 0.003812
645 0.009586
646 0.010318
647 -0.00623
648 0.006143
649 0.002126
650 0.013915
651 -0.00403
652 0.000268
653 0.013031
654 0.002867
655 -0.00498
656 -0.00189
657 0.006805
658 0.007008
659 -0.00562
660 0.005461
661 -0.01747
662 0.003587
663 -0.00151
664 -0.00841
665 -0.00623
666 -0.01334
667 0.011827
668 -0.00865
669 -0.00218
670 0.008124
671 -0.01891

672 -0.01736
673 -0.01851
674 -0.00195
675 -0.00556
676 0.01749
677 -0.00766
678 -0.01431
679 0.00104
680 -0.00568
681 0.005858
682 0.009981
683 0.006452
684 0.002259
685 -0.02476
686 -0.04318
687 0.014828
688 -0.02584
689 0.005871
690 -0.01962
691 0.017627
692 -0.02408
693 -0.01792
694 -0.00406
695 0.019909
696 0.011282
697 0.025575
698 -0.02443
699 -0.00463
700 0.010784
701 -0.01246
702 -0.03439
703 -0.0029
704 0.04368
705 -0.01998
706 0.008117
707 0.027066
708 -0.00213
709 0.015104
710 -0.00323
711 0.010282
712 0.03889
713 0.012543
714 -0.00854
715 -0.01498
716 -0.01216
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717 0.015941
718 0.004696
719 0.01501
720 -0.00287
721 0.01359
722 0.000782
723 -0.01487
724 0.01444
725 -0.00245
726 -0.00183
727 -0.00449
728 -0.00029
729 -0.00758
730 0.002609
731 0.000416
732 0.028453
733 0.002724
734 0.002693
735 0.016154
736 -0.00263
737 -0.01553
738 0.003196
739 -0.01182
740 -0.00779
741 -0.01566
742 0.006202
743 0.003862
744 0.005108
745 0.01299
746 -0.01055
747 0.005457
748 -0.0094
749 -0.00836
750 0.001164
751 -0.01135
752 -0.0175
753 -0.00452
754 -0.00488
755 0.003434
756 0.008709
757 0.011364
758 -0.00945
759 -0.00551
760 -0.00151
761 -0.00468

762 0.012493
763 -0.00148
764 0.010079
765 -0.00184
766 -0.01232
767 -0.0235
768 0.006879
769 -0.0144
770 -0.00113
771 0.023691
772 0.006241
773 -0.01088
774 0.009971
775 -0.00554
776 0.006053
777 -0.00343
778 -0.01637
779 -0.01627
780 0.01608
781 0.010449
782 0.002402
783 -0.00108
784 0.005571
785 0.00388
786 0.003964
787 -0.00524
788 -0.01142
789 0.003265
790 -0.01733
791 -8.45E-05
792 0.005687
793 0.000949
794 -0.00383
795 -0.00734
796 0.00309
797 -0.01666
798 0.008124
799 -0.01208
800 0.006956
801 -0.00276
802 0.019654
803 -0.00483
804 -0.01501
805 -0.01115
806 -0.017
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807 0.00403
808 -0.00056
809 -0.00106
810 -0.02239
811 -0.01864
812 0.006226
813 -0.04922
814 -0.0058
815 -0.01611
816 -0.03106
817 -0.01903
818 0.038983
819 0.00879
820 -0.00517
821 0.011489
822 0.021922
823 -0.0023
824 0.012306
825 0.019927
826 -0.00247
827 0.001636
828 -0.00834
829 -0.00536
830 0.022938
831 0.015208
832 -0.00527
833 -0.00153
834 0.006936
835 -0.01863
836 -0.00787
837 0.004557
838 0.015296
839 -0.0047
840 0.000387
841 0.013721
842 0.004109
843 -0.02382
844 -0.01717
845 -9.44E-06
846 0.022948
847 0.00286
848 0.014386
849 0.014526
850 -0.00273
851 0.002456

852 0.001582
853 -0.00177
854 0.018563
855 0.001861
856 0.000903
857 -0.00314
858 0.010899
859 -0.0073
860 -0.00493
861 0.011706
862 0.006155
863 -0.00684
864 -0.01825
865 0.01035
866 -0.00066
867 -0.00838
868 0.013187
869 0.022318
870 -0.00278
871 -0.00753
872 -0.01587
873 -0.00278
874 0.000273
875 -0.01556
876 0.003314
877 0.010035
878 0.007546
879 0.00581
880 -0.00838
881 0.004351
882 -0.00021
883 0.004124
884 0.006752
885 0.003362
886 -0.01115
887 0.00574
888 0.00918
889 0.006213
890 -0.0065
891 -0.00359
892 -0.0048
893 0.001221
894 -0.00947
895 -0.00628
896 0.006834
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897 -0.01625
898 0.01003
899 -0.00992
900 -0.00733
901 0.007925
902 0.003519
903 0.000998
904 -0.00019
905 -0.02861
906 0.011748
907 0.014934
908 -0.00708
909 -0.02474
910 -0.00404
911 -0.00597
912 -0.00308
913 0.014859
914 0.01434
915 -0.00399
916 0.009941
917 -0.00181
918 -0.01102
919 -0.01887
920 0.013514
921 -0.01551
922 0.008224
923 0.017975
924 -4.51E-05
925 0.00046
926 -0.00285
927 0.022634
928 0.019491
929 -0.00667
930 0.01451
931 -0.0045
932 0.005849
933 0.003393
934 -0.00229
935 -0.00986
936 -0.00091
937 0.011379
938 -0.00052
939 0.004067
940 -0.01576
941 0.001511

942 -0.00424
943 -0.01465
944 0.005849
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