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conclusion
Neural networks are developed with the goal of modeling information processing and learning in the brain applied to a number of practical applications in various fields, including computational molecular biology.
Artificial neural networks are one of the promises for the future in computing. They offer an ability to perform tasks outside the scope of traditional processors. They can recognize patterns within vast data sets and then generalize those patterns into recommended courses of action. Neural networks learn, they are not programmed. 
Yet, even though they are not traditionally programmed, the designing of neural networks does require a skill. It requires an "art." This art involves the understanding of the various network topologies, current hardware, current software tools, the application to be solved, and a strategy to acquire the necessary data to train the network. This art further involves the selection of learning rules, transfer functions, summation functions, and how to connect the neurons within the network.

Then, the art of neural networking requires a lot of hard work as data is fed into the system, performances are monitored, processes tweaked, connections added, rules modified, and on and on until the network achieves the desired results.

These desired results are statistical in nature. The network is not always right. It is for that reason that neural networks are finding themselves in applications where humans are also unable to always be right. Neural networks can now pick stocks, cull marketing prospects, approve loans, deny credit cards, tweak control systems, grade coins, and inspect work. 

Yet, the future holds even more promises. Neural networks need faster hardware. They need to become part of hybrid systems which also utilize fuzzy logic and expert systems. It is then that these systems will be able to hear speech, read handwriting, and formulate actions. They will be able to become the intelligence behind robots that never tire nor become distracted. It is then that they will become the leading edge in an age of "intelligent" machines.
The purpose of this project was to represent an understanding to the broad subject of neural networks explaining the implementations of neural networks.
Chapter one described a general introduction of neural networks, the definition of artificial neural and the history of neural networks from 1940s when the first neuron was developed. The differences between neural computing and traditional computing were presented. Also it was explained how neural networks are being used and where the future of neural networks technology may lie.

Chapter two was about neural networks architectures and algorithms. Single-layer and multilayer feedforward networks, recurrent networks and radial basis function networks were described. Supervised and unsupervised learning were also explained.

Chapter three was aimed to present real applications to let the reader to enter the world of neural networks as they are used. Neural networks applied in vast amounts of field, in medicine, business, pattern recognition, image compression arts and telecommunications. These applications were discussed.

Chapter four was aimed to show the important application of neural networks in fraud detection concentrating on credit card fraud detection and how to use unsupervised neural networks in fraud detection.    
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