introduction
The human brain is the most elaborate information processing system known. In current thinking, it derives most of its processing power from the huge numbers of neurons and connections. There is no universally accepted definition of a neural network. But perhaps most people in the field would agree that a neural network is a network of many simple processors ("units"), each possibly having a small amount of local memory. The units are connected by communication channels ("connections") which usually carry numeric (as opposed to symbolic) data, encoded by any of various means. The units operate only on their local data and on the inputs they receive via the connections. The restriction to local operations is often relaxed during training.
Although Artificial Neural Networks (ANNs) have been around since the late 1950's, it wasn't until the mid-1980's that algorithms became sophisticated enough for general applications. Today ANNs are being applied to an increasing number of real- world problems of considerable complexity.

There are multitudes of different types of ANNs. Some of the more popular include the multilayer perceptron which is generally trained with the back propagation of error algorithm, learning vector quantization, radial basis function, Hopfield, and Kohonen, to name a few. Some ANNs are classified as feedforward while others are recurrent (i.e., implement feedback) depending on how data is processed through the network. Another way of classifying ANN types is by their method of learning (or training), as some ANNs employ supervised training while others are referred to as unsupervised or self-organizing. Supervised training is analogous to a student guided by an instructor. Unsupervised algorithms essentially perform clustering of the data into similar groups based on the measured attributes or features serving as inputs to the algorithms. This is analogous to a student who derives the lesson totally on his or her own. ANNs can be implemented in software or in specialized hardware. 
The aim of this project is to describe that process by explaining these structures, and to discuss what types of applications are currently utilizing the different structures and how some structures lend themselves to specific solutions.

Chapter one is presented as in introduction to Neural Networks and describes a general understanding of neural networks, the history of the work done in their field, how a real brain operates and how neural networks are currently being applied.

Chapter two describes various types of neural network structures. Single layer feedforward network, multilayer feedforward network, recurrent network and radial basic function are reviewed. Learning processes of neural networks including the supervised and unsupervised learning and algorithms used to train neural networks are described.
Chapter three surveys how artificial neural networks are being applied given applications of neural networks in some fields like medicine, business, image compression, language processing, character and pattern recognition, servo control, arts and telecommunication.

Chapter four shows how artificial neural networks used to develop a model to detect credit card fraud and how fraud detection is an important application of neural networks. Unsupervised learning methods and their applications to the fraud detection are described. 
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