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ABSTRACT 

The client assessment is a difficult task for financial establishments. On one hand there is a 

vast amount of funds that needs to be put into circulation in the retail credit market in order 

to make profit, and on the other hand a serious effort has to be made towards the client 

evaluation to secure the return of the capital as well as the interest receivable. The client 

evaluation methodology vary from one establishment to another and because of the 

differing assessment criteria and technologies, there is no standard approach towards the 

problem. There are many different approaches that have been used over the years including 

statistical techniques and soft computing methods that offer the use of neural network, 

genetic algorithm and fuzzy logic. The client criteria used in all approaches classify the 

clients into various groups that reflect their common behavior. Such classification 

techniques produces distinct boundaries where expert systems experience difficulties in 

making critical decisions because of the uncertainty caused by client inputs and the 

resultant scores close to class boundaries. Some expert would call a certain data 'low' 

while another calls it 'medium'. Because of such paradox, fuzzy logic is inevitably the 

technology to consider. Fuzzy type 2 logic system is used due to the fact that the fuzzy 

inputs have uncertain boundaries in defining linguistic quantities. In this thesis a new 

Neure-Fuzzy-Type 2 (NFT2) client assessment system is introduced and tested where 

subtractive clustering technique is used for classification of client data for rule extraction. 

The rules are refined and used in training using feed forward neuro-fuzzy type 2 inference 

method. 
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1. INTRODUCTION 

The credit scoring is a complex decision process and due to this complexity, the p~ocess of 

credit scoring is not standardized [5]. There are various conventional loan assessment 

approaches where the criteria used vary from one financial establishment to another. The 

structure of the evaluating algorithms used in conventional loan assessment systems 

provide a result that relays on statistical data. That is, if a client scores a similar assessment 

results to the one that was previously proven sound then the loan is granted, if not the loan 

is refused. The rigidness of the evaluation algorithms can very easily ignore the fact that no 

two clients can be financially and morally the same or reflect similar personal behavior and 

characteristics. Such algorithms suggest that if a client obtains a high score then he or she 

qualifies as a sound candidate. A low score will be regarded as not sound and the candidate 

is rejected. Two of the most commonly used statistical techniques are Linear Discriminant 

Analysis and Logistic Regression. These are very often employed to benchmark the 

performance of the others [ 6]. These techniques leads to an uncertainty described as the 

classification problem which should be improved [ 4]. Since the outcome from such 

techniques is a binary logic then the only improvement can be made is to better decide 

where to draw the line to distinguish between the good and the bad client. The result can be 

quite disappointing as the shifting of the distinction line towards O (high score) or towards 

1 (low score) is only the matter of optimism/pessimism at managerial level. Instead of 

drawing a solid line between the two classes (good/bad score) the emerging technologies 

such as fuzzy logic and neural networks methods can be employed to better describe the 

default risk with a degree. 

Hybrid rule base generation methods using soft computing techniques have been widely 

used for client assessment. These techniques include fuzzy logic (Type 1), Neural 

Networks, Genetic Algorithm and support vector machines. In recent years data mining 

techniques were also used for client classification. Clustering techniques (mostly Fuzzy C­ 

Means and Subtractive Clustering) were successfully implemented for data classification 

and rule extraction purposes. 
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Due to the fact that the rule bases are constructed using mostly linguistic variables and 

because different people interpret these variables to ·different quantitative information, the 

variables themselves contain uncertainty. 

Fuzzy Type 2 sets can be used to handle such uncertainty and help generating a better rule­ 

base to evaluate the client in an efficient way. The notion and properties of Type-2 Fuzzy 

sets was introduced by Lotfi Zadeh [23] and was further developed in [19], [22]. Fuzzy 

Type 2 Logic system is particularly useful in survey based data processing where words 

are interpreted differently by different people. 

So far there has not been any work carried out on client assessment using Fuzzy Type-2 

Logic. The thesis is aimed at creating a human cognitive rule base using a hybrid system 

that includes data clustering and neuro-fuzzy-type-2 reasoning. 

This thesis is organized as follows. Chapter Two presents the evolution and importance of 

credit and finance and how risk is handled with most popular convessional client 

assessment techniques, Linear Discriminant Analysis and Logistic Regression. The chapter 

also introduces recent work on credit risk assessment using ordinary Type 1 Fuzzy Logic 

and neuro-fuzzy logic. Chapter Three shows the rule extraction using subtractive 

clustering. Chapter Four introduces the Fuzzy Type 2 logic principles and its advantages 

over the ordinary Fuzzy Logic reasoning. Chapter also presents the simulation experiments 

of the Neuro-Fuzzy Type 2 (NFr2) approach to client assessment problem where 

comparative results are provided. 
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2. CREDIT RISC ASSESSMENT 

2.1. History and Importance of Consumer Credit 

As Lewis (Lewis 1992) records consumer credit has been around for 3000 years since the 

time of the Babylonians. For the last 750 years of that time there has been an industry in 

lending to consumers, beginning with the pawn brokers and the usurers of the Middle 

Ages, but the lending to the mass market of consumers world is a phenomenon of the last 

fifty years [8]. In the 1920s, Henry Ford and A. P. Sloan had recognized that it was not 

enough to produce products, like cars, for the mass market but one also had to develop 

ways of financing their purchase. This led to the development of finance houses, e.g. GE 

Capital, GM Finance. 

The advent of credit cards in the 1960s meant that consumers could finance all their 

purchases from hair clips to computer chips to holiday trips by credit. Subsequently the 

growth in credit card purchases was matched by the growth in credit extended by other 

products such as personal loans, car loans, bank overdrafts, store cards, payment of utilities 

in arrears, and dwarfed by the growth in consumer credit via mortgage lending. Each of 

these products has its own unique features, so that financial markets include a mix of credit 

and interest rate risk in a complex economic and financial environment. Consumer credit is 

large not only in monetary terms but also in the huge numbers of consumers involved and 

also the impact on those who are denied consumer credit. Because credit and debit cards 

are often used in lieu of checks and cash payments there has been an enormous influence 

on money payment mechanisms. Most of the adult population have some financial product 

from a bank or other financial institution, and most have more than one. 

Major banks typically have millions of customers and carry out billions of transactions per 

year. The enormity of the role of consumer retail debt is suggested by the fact that the 

average debt of an individual over all sectors is about one dollar per dollar of disposable 

income. The growth in consumer credit outstanding over the last fifty years is truly 

spectacular [8]. The marketplace in the U.S. and Canada for total retail banking and 

consumer lending is enormous; it exceeds corporate debt by about 75% with household 

debt in the United States exceeding $8.4 trillion in the year 2002, more than double the 
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amount owed in 1992. This number compares with corporate bond debt in the same period 

of about $2.5 trillion. Home mortgages and equity loans in the United States account for 

about 70% of this total (by contrast with 80% in the U.K.) with the next largest categories 

being credit card and then non-revolving credit, Figure 2.1. In 2002 there were over 500 

million credit cards in Europe and the number of transaction was approaching 

2,000,000,000. Not all of this growth is because of the borrowing on credit lines. Credit 

cards (and debit cards) have become increasingly important as a method of money 

transmission. 

2000 

:C 1500 
0 ~- = 1000 ,.Q 
Cl) 500 

0 

<'N~· 
""'J 

/ • Non-revolving • Revolving / 

Figure 2.1. Outstanding consumer credit in US 1943-2003 

In 1993 in the UK there were 1316 million transactions by plastic card of which 724 

million were by credit card compared with 3728 million transactions by cheques. By 2002 

plastic card had overtaken cheque usage with 4814 million transactions on plastic cards of 

which 1687 million were by credit card while there were only 2393 million cheque 

transactions. Moreover the newer forms of commercial channels like the internet are 

dominated by credit card usage. Between 1999 and 2002 the number of UK adults using 

the internet has increased from below 10 million to 26 million, while the number using 

4 



cards to pay for internet purchase increased from 1.3 million to 11.8 million with a total 

transaction value of £9 billion. More than 70% of internet payments are by credit card and 

this percentage is increasing all the time. 

The most popular client evaluation system approaches, namely statistical, fuzzy, neural 

network and neuro-fuzzy are identified in the next section. 

2.2. Statistical Models 

The popular statistical approaches to credit scoring models, namely Linear Discriminant 

Analysis and Logistic Regression are conceptually analyzed to show that the algorithms 

used will result with the probability which could only interpreted as binary values good or 

no good candidates for granting or not granting loan. 

2.2.1. Linear Discriminant Analysis Approach 

In Linear Discriminant Analysis technique a mathematical function is used as a 

discriminating function [3] of the form. 

(2.1) 

is used, with x, being the variables describing the data set. The parameters a; is the 

discriminating constant between the groups. The variable y is replaced by the weighted 

class numbers c1 =n2 !(n1 +n2) and c2 = -n1 /(n1 +n2) for multiple regressions where the 

end result is two distinct groups [3] representing the good and bad credit scores. 

2.2.2. The Logistic Regression Approach 

The Logistic Regression approach to linear discrimination says that p, the probability of 

default, is related to the application characteristics X1, X 2, • • • X111 and hence 
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The right hand side of the equation gives a linear score and the lender decides what the cut 

off c will be so that those with score c or above are accepted and those with score below c 

are rejected [4]. Linear programming also leads to a score for each person and a cut-off c 

by trying to minimize the errors e where for the goods the score should satisfy 

w1X1 +w2X2+ .. ·+w111X111 c.c-e (2.3) 

while for the bads the score should satisfy 

w1X1 +w2X2 +···+w111Xm :s;c+e (2.4) 

Since the above techniques relay on the applicant's characteristics and their interpretation, 

it is very important that the collected data on a given candidate is accurate and complete. 

The Table 2.1 below shows a typical candidate information collection used by the 

statistical loan assessment techniques. The primary resources are the candidate themselves 

and the public credit information firms. 

Table 2.1. Information for consumer credit scoring 

Information Application Forms 

Resources Public credit information companies 

Basic Personal Age, Sex, etc. 
Information 

Information 
Family information Marriage status, Number of children, etc. 
Residential information Status, Number of years at the current address, 

categories etc. 
and Employment status Occupation, Number of years m current 

examples occupation, etc. 
Financial status Salary, other assets and expenses, etc. 
Security information Form and value of securities, etc. 
Information on credit Past payment history, Number of inquiries 

bureau reports for information on the applicant, etc. 
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The popular loan assessment techniques and the data collected for the evaluation of the 

candidates clearly show that there is a need to improve the interpretation of the 

probabilistic outcome where the clients are classified as good or bad distinctively. 

Although the risk is measured with probabilistic methods using statistical data, it is only 

effective when great amount of data is collected. Even then the available data may not be 

sufficient to permit estimating reliably the frequencies of release of risk agents. In general 

the uncertain feature of risk is related with both randomness and fuzziness [2]. 

The information collected on a certain client is basically in two folds. Quantitative 

information like salary, assets, expenses and securities etc. are of course valuable 

information and can easily be used in statistical risk measurement techniques like Linear 

Discriminant Analysis and Logistic Regression. The problem arises in the second fold 

where the information collected from the experts concerned is mostly in linguistic form [1] 

and can only be interpreted using fuzzy logic. 

2.2.3. Fuzzy Logic Approach 

A retail loan evaluation system for clients using Fuzzy Logic (FL) was modeled by [7] 

where 120 real data is used (same data that is used in clustering and NFT2IS later in the 

thesis) collected in a local bank in Azerbaijan. The linguistic terms which are utilized for 

the inputs and output are shown in Table 2.2. 
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Table 2.2. Input-Output terms used in FL approach 

Input Linguistic terms 

Income Level Low /Medium/High 

Credit History Bad/ Average/Good 

Character Bad/ Average/Good 

Employment Short/Medium/Long 

Collateral condition Bad/ Average/Good 

Output Linguistic terms 

Credit Standing Bad/ Average/Good 

Input variables "character", "collateral condition" and "credit history" take the values in 

the range O and 1. Input variable "employment" is expressed in years and takes values in 

the range O and 25 while variable "income level" is expressed in US dollars and takes 

values in the range O and 5,000. For input fuzzification, triangular and trapezoidal 

membership functions are used. 

The following procedure is used for the client evaluation system. 

I. Fuzzyfication. In the first step the information inputs are fuzzyfied to a certain degree of 

membership between O and 1 in linguistic terms. 

2. Knowledge base. The second step consists of creating knowledge base in which all the 

expert knowledge of input relations and forming a judgmental conclusion is modeled by if­ 

then rules as follows: 

If ( condition is fulfilled), Then ( conclusion is valid) 

There are several ways to define these rules. Mamdani type fuzzy inference system was 

used. In this context, the condition consists of several clauses than are connected with one 

another by a logical operator AND. 
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3. Aggregation. The next step involves aggregation which is used to combine the outputs 

of the several rules in order to produce one control output. For a Mamdani inference 

system, OR operator was used for aggregation. 

4. Defuzzification was carried out on the bases of Center Of Gravity (COG). 

The inference system described above has 243 rules three of which are listed below. 

Rule No.] If Character is "bad" and Collateral condition is "bad" and Credit history 

is "bad" and Employment period is "short" and Income level is "low", Then Credit 

standing is "bad". 

Rule No.215 If Character is "good" and Collateral condition is "average" and Credit 

history is "good" and Employment period is "long" and Income level is "medium", Then 

Credit standing is "average". 

Rule No. 243 If Character is "good" and Collateral condition is "good" and Credit 

history is "good" and Employment period is "long" and Income level is "high", Then \-, 

Credit standing is "good". 

The system performance was 100% on the client rejects but several disadvantages are 
Y-, 

present. There are far too many rules in the system which makes the computation costly. 

Although the sample data is available, learning procedure is not possible from the data in 

this type of inference system. Furthermore number of rules exceeds the number of test data 

revealing the fact that one can never be sure that the uncertainty is resolved unless the 

number of rules reaches the Cartesian product of all inputs. 

2.2.4. Neural Network Approach 

Financial applications of neural networks (NN) typically focus on pattern matching, 

classification and forecasting. These functions include mortgage underwriting judgments 

credit card fraud detection, prediction of corporate bond ratings and the forecasting of 

credit risk from customer applications [9]. Multilayer perceptron (MLP) is one of the 
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neural network models with broad applications. It is especially suitable for simple pattern 

classification. When it is used to classify two classes of patterns, this means the two classes 

of samples are separated by a hyperplane in a high dimension samples space. Rosenblatt 

proved that the algorithm is convergent if the two classes of patterns are linearly separable 

(i.e. there exists a hyperplane that separates the two class of samples). MLP have been 

applied successfully to solve some difficult and diverse problems by training them in a 

supervised manner with a highly popular algorithm known as the error back-propagation 

algorithm. 

Basically, error back-propagation learning consists of two passes through the different 

layers of the network: a forward pass and a backward pass. In the forward pass, an activity 

pattern (input vector) is applied to the sensory nodes of the network, and its effect 

propagates through the network layer by layer. Finally, a set of outputs is produced as the 

actual response of the network. During the forward pass the synaptic weights of the 

networks are all fixed. During the backward pass, on the other hand, the synaptic weights 

are all adjusted in accordance with an error-correction rule. Specifically, the actual 

response of the network is subtracted from a desired (target) response to produce an error 

signal. This error signal is then propagated backward through the network, against the 

direction of synaptic connections. In credit risk analysis, a structure of MLP includes input 

layer, single hidden layer and output layer. The input layer consists of the nodes that 

represent financial indexes. These indexes usually selected by using Main Component 

Analysis, Profile Analysis, etc. Jhe hidden layer usually uses logistic function or sigmoid 

function. The output layer generally has one node or two nodes. It produces results of 

credit risk analysis. Figure 2.2 shows distribution of the samples in the samples space 

which will be classified. 
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Figure 2.2. Distribution of samples to classify 

Figure 2.3 shows a network structure of MLP with four inputs nodes, four hidden neurons, 

and one output nodes. According to the network structure in Figure 2.3, the neural network 

credit scoring model can be established as follows. 

4 4 

y=LfJ[g(L,W jiXi )+l1j]+ b 
}"'l izl 

0 • 

(2.5) 

The model (2.5) can be expressed by vector as follows 

y = V[g{WrX)+ B]+b (2.6) 
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