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ABSTRACT 

Increasing the complexity of the technology process, the presence of difficult

formalization and unpredictable information, the uncertainty of environment leads to

non-adequate description of these processes by deterministic methods and so the

development of control system with low accurancy. The effective way to solve this

problem is the use of artificial intelligence ideas,such as expert systems.

The aim of our project is development of expert system for medical diagnosis.

According to this purpose the state of art understanding of expert system for diagnostic

problem solving is given. The structure of expert system and the functions of its main

blocks are described.
Models of knowledge representation, such as OAV triplets, semantic networks,

predicate logics, frames, neural networks, rule based model is chosen, their main

properties are widely described. After the analysis of knowledge acquisition and their

realization are considered. As an example, the development of diagnostics expert

system for stomach diseases are considered. Using experienced expert knowledge and

different medical references the knowledge based is created. This knowledge based has

about 256 production rules. Premise part of the rules includes the input features of

stomach diseases and the conclusion part includes diagnosis.The considered expert

system is realised on the base ofESPLAN expert system shell.
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INTRODUCTION 
'

The concept of expert systems originated from research in the field of Artificial

Intelligence. Expert system were bom when it was realized that there was at least one

aspect of intelligence that was not based on reasoning. An expert dealing with a

problem in his field often uses very simple reasoning, relying more uppon the

knowledge gained from years of experience and training. This insight into the role

played by knowledge in the cognitive process encouraged AI researchers to build

systems that apply simple reasoning mechanisms to knowledge about a very specific

area of expertise. Stanford University is generally given the credit for developing the

first "expert system", called DENDRAL, in the early seventies. This system was

designed for determining the molecular structure of unknown compounds from their

spectroscopic data. Systems such as this soon became the first commercially viable

applications of artificial intelligence.
The objective of this project is to investigate the development of expert system

for medical diagnosis of stomach diseases. This project consists of introduction, five

main chapters and conclusion.
Chapter 1 describes the state of art understanding of expert system for diagnostic

problem solving and the main steps for development of diagnostic expert system.

Chapter 2 presents the architecture of diagnostic expert system and the

description of functions of its main blocks. The operation principles of expert system,

interface between system and knowledge engineer and user are described.

Chapter 3 presents t!ıe representation model of knowledge and the development

of knowledge based for diagnostic proble!Ils. Decsription of knowledge presentation

models such as frames, semantic networks, logic predicate, neural networks and

production rules are given.
Chapter 4 describes knowledge acquisiton, stages of it, different knowledge in

the analysis of knowledge and knowledge acquisition methods.
Chapter 5 presents the practical results of medical expert system application for

stomach diseases. The obtained results of expert system application are analised.

Finally, the conclusion section presents the important results obtained with in

the project.
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CHAPTER ONE:APPLICATION OF EXPERT SYSTEM FOR 

SOLVING DIAGNOSTIC PROBLEMS 

1.1.The Expert System Concept

The expert system is recent addition to circle information systems. Expert

systems are computer-based systems that help managers resolve problems or make

better decisions. However, expert systems, which are also referred to case-based

reasoning systems, do so with decidedly different twist. An expert system is an

interactive computer based-system that respond to questions, asks for clarification,

makes recommendations, and generally helps the user in the decision-making process.

In effect, working with an expert is much like working directly with human expert to

solve a problem. It even uses information supplied by a real expert system in a

particular field such as medicine, taxes, or geology. Expert systems re-create the

decision process better than humans do. We tend to miss important considerations or

alternative computers do not.
An expert system applies preset IF-THEN rules to solve a particular problem,

such as determining a patient's illness. Like management information systems and

decision support systems, expert systems rely on factual knowledge, but expert systems

also rely heuristic knowledge and the heuristic rule of thumb used in an expert system

are acquired from a real live domain expert system, a human expert in a particular field,

such as jet engine repair, life insurance, or property assessment. The expert system uses

this human-supplied knowledge the human thought process within a particular area of

expertise. Once completed, an expert system can approximate the logic of a well­

informed human decision-maker.
An expert system is a computer program that represents and reasons with

knowledge a special subject with a view to solving problems or giving advice.
An expert system may completely fulfill a function that normally requires

human expertise, or it may play the role an assistant to human decision-maker. In order

words, the client may interact with the program directly, or interact with human expert

who interacts with the program. The decision-maker may be expert in his own right, in

which case the program may justify its existence by improving his productivity.

1 



Expert system technology derives from the search discipline of Artificial

Intelligence (AI): a branch of COMPUTER Science concerned with a design and

implementation of programs which are capable of emulating human cognitive skills

such as problem solving, visual perception and language understanding. The typical

tasks for expert systems involve:

• The interpretation of data

• Diagnosis of malfunctions

• Structural analysis of complex objects

• Configuration of complex objects

• Planning sequences of actions

1.2.The Characteristics of an Expert System

The most obvious feature of an expert system is that it operates as an interactive

system that responds to questions, asks for clarifications, makes recommendations and

generally aids the decision-making process. To a user, this interactive interface is what

would distinguish an expert system from any ordinary computer tool. Behind this

interface lie other characteristics that may not be immediately obvious to a person using

the tool.
Expert system tools have the ability to store and sift through significant amounts

of knowledge. There are various mechanisms used in the storage and retrieval of

knowledge,some of which shall be discussed in the next section. An expert system

needs a large knowledge base in order to be able to tackle any kind of problem that may

arise within its area of expertise.
Not only must such a system be able to store the available knowledge, but it• 

must also support mechanisms to expand and improve the knowledge base on a

continuing basis. Every specialized field is always in a state of flux, with something

new being discovered all the time. In order to keep the expert system up-to-date, it is

necessary to leave the knowledge base open-ended so that new pieces of information

can be added at any time, without need for significant changes in the structure of the

system.
An expert system must have the capability to make logical inferences based on

the knowledge stored. This is where the simple reasoning mechanisms used in expert
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systems come into play. This is what makes an expert system tick. A knowledge base,

without any means of exploiting the knowledge stored, is useless. This would be

analogues to learning all the words in a new language, without knowing how to

combine those words to form a meaningful sentence.

A feature somewhat unique to expert systems is that a particular system caters to

a relatively narrow area of specialization. Expert systems are very domain-specific. A

medical expert system cannot be used to find faults inthe design of an electrical circuit.

This focus on small domains is more a result of technological limitations then anything

else. As discussed earlier, the quality of advice offered by an expert system is dependent

on the amount of knowledge stored. As the scope of an expert system is widened, its

knowledge base needs to be expanded. The methodologies available today limit the

amount of knowledge that can be stored and retrieved in resonable amounts of time.

1.3.Decision Making

Decision-making ranges from the routine and swift to the complex and

consuming. Decision-making implies the existence of a minimum of the four factors:

1. There must be a problem.

2. There must be a decision-maker.

3. There must be alternative solutions to the problem.
Given that these four elements do exist, there are a variety of methods through

which one may derive candidate solutions to the problem under consideration - for

presentation to the decision-maker. The discipline devoted to the development and
••

implementation of such tools may be called decision analysis. Those who work within

the discipline and who ultimately present the alternative solutions to the decision-maker

are called decision analysts.
To better undrestand expert systems, it is vital to understand and appreciate

decision analysis, its supporting elements, and its role in the decision making process.

In particular, it is anticipated that through such decision, one may more fully appreciate

just one and where to employ expert systems.
Obviously, decision-making is hard new concept. Human beings have been

making decisions ever since human life first appeared on this planet. Cave dwellers had

to decide where to live, what to hunt, when to hunt. In making these decisions iit is

3



extremely doubtful that they are any rigorous approach to assist them substantiating or

improving those decisions made. Intuition, experience, and judgement reached those

decisions strictly.
In more recent times, and in particular and the past few centuries humans have

developed, and have begun to reply on, more formal and rigorous means for

assistancein their decision making. Such means have been achieved through an

increased dependence on the use of decision models, and r particularly on quantitive

models and analytical methods. Today their reliance of corporations and institutions on

such techniques as follows:

• Spresdsheets and databases

• Statistical analysis

• Simulation

• Methods of mathematical optimization
While this formal approach to decision-making has certainly not sub planted the

use of intuition, experience, and judgement, it has found acceptance and use as an

adjunct to the decision making process. Typically, when we utilize this more explicit,

analytically base approach to decision support, we call it decision analysis to distinguish

it from the qualitive aspects involved in making decisions. However, ultimately both

qualitive and quantitative factors must be taken into account in the decision making

process.
The purpose of decision analysis is to provide the decision-maker with

information for use in the support of the decision making process, where such

information has been derived through a logical and systematic process.~ 

1.4.DP, MIS & DSS

One way in which decision analysis might reasonably be viewed for a process

that involves transformation of the data into (useful) information support of the decision

making process. As our civilizations have evolved, we have become great collectors of

data. Unffortunately, data alone are little benefit. To have value, data must be

transformed into a format from which we can perceive such useful information trends,

measure of central tendency, and neasures of dispersion or variability.
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One fundemental rule data is that, to be value, data must be in he right form, in

the right place, at the right time.

1.4.1.Data Processing (DP) 

The simplest method for the transformation of data is that of data processing, or

DP. Typically, the DP approach is used to transform a set of raw data into the following

information:

• Statistics

• Pictorial representations
For example, consider a problem in which data have been collected on engine

failure for the specific type of military aircraft at several different bases. To simplify our

decisions, assume that each base has the same number of total aircraft and each flies the

same number of missions each month. Twelve months of data are given in table.

The data in table are termed raw data as theyu simple in the form in which they

were originally collected.We may also consider these data to be our engine data failure

database.

Tablel.1: Engine Failure Data 

Month Base failures A Base failures B Base failures C 

1 5 3 6

2 1 2 7
~ 

3 4 2 5

4 3 1 .,.2

5 7 o 2

6 4 2 3

7 1 2 2

8 7 2 2

9 4 3 3

10 6 1 5

11 6 1 7

12 5 2 7
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Now, even though our data processing has been elementary and incomplete, we

should still find it easier to make the following observations:

The average monthly number of engine at bases A and Care more than twice

those of base B.

• A trend in engine failures at base C seems possible. That failure appears to

increase in the winter months and decrease in the summer.

Thus, from this simple illustration, we can see the usefulness of even a very

rudimentary level of data processing.

1.4.2.Management Information Systems (MIS) 

The next level sophistication in the processing of data information is called

management information systems, or MIS. While there is no uniform agreement about

the precise definition of MIS, the general intent of the earliest such systems was to

provide information directly, ang in real time, to the decision-makers. And in a format

compatible with their style and needs for decision-making. Information is the bases

upon which managers may purpose their duties, specifically the duties of planning,

organizing, staffıng, and control. MIS certainly existed before the advent of the

computer; it is now customary to think of a MIS as a system that finishes management

informations by means of a digital computer and connecting information network. The

typical MIS concept involves a computer console display at the decision-maker's desk.

"'1.4.3.Decision Support Systems (DSS) 

As may be noted from the above discussion,MIS are relatively passive entities.

While they remove mush of the drudgery of the data processing and the development of

visual aids, and substantially decrease the time required to obtain such information, they

still play a limited role in decision-making. However, at about the same time that MIS

was becoming popular, developments were taking place in other fields that addressed

the implementation of certain analytic methods for decision analysis. In particular,

representative mathematical models of certain classes of problems were being

formulated and various methods for providing solutions to the models were constructed.

Including among such methods are following:
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• Mathematical progamming

• Marginal analysis

• Input-output analysis

• Queuing theory

• Inventorytheory

• Project scheduling

• Simulation

• Reliability and quality control

• Forecasting

• Group technology

• Material requirements planning
Asumming that can represent our specific problemusing one or more of such

models, the associated methodology may then be used to develop a purposed solution.

However, as the critics of such approaches have noted, to accomplish this, one ıs

required to transform a real world problem into a mathematical model.

While some advocates of DSS's might disagree one may think of a DSS as a

combination of a MIS and the analytical tools as listed above. Thus one connection of a

DSS is that computerized system for accessing and processing data, development

managerial displays and providing recommended courses of action as developed

through the use modem analytical methods. Using this definition, a block diagram for a

general DSS is depicted in Figure 1. 1 below.
As in the case of the MIS, the DSS would access the database and develop

displays in the appropriates format. However, assuming that our DSS includes a

supporting tool for the solution of scheduling problems, the manager will also be

provided with a recomended schedule for production as generated by the scheduling

methodology.
The manager may then either accept the DSS recommendation or develop his or

her own schedule -which may be compared with one developed by the DSS through a

simulation of the proposed schedule, for example: thus, a DSS is certainly a far more

active participant in the decision-making procedure than either DP or MIS.

Through discussion of DSS, we have referred rather casually to analytical

methods. Such methods normally invoke the use of algoritms for the derivation of the

solutions for the particular class of mathematical model under consideration. To more

7



fully appreciate tha DSS concept, as well as the difference between DSS and expert

systems, we need to understand algoritms.

Database

Interface

User

Figure 1.1. A genetic DSS.

1.5.Algorithms and Relationships

One formal definition of an algorithm is "a method for solving a problem using

operations from given a set of basic operations which produces the answer in a finite

number of such operations". Typically, these basic operations are simply elementary

mathematical procedures such as addition, subtraction, division and multiplication. Note

most carefully that this definition implies that an algorithm converges.
Algorithms may be applied to an either single mathematical relation or (and

more likely) to set of such relationships, for the purpose deriving a solution. A

8



mathematical relationship is simply a mathematical statement that relates the various

component of a system. In other word, a relationship is representation of our knowledge

of how a particular system works.

1.6.Heuristic & Heuristic Programming

Heuristic rules or Heuristic for short, are that developed through intuition,

experience and judgment. Typically, the do not represent our knowledge of the design

or interrelationships within a system. Heuristics are often called rules of thumb. For

example, consider the following heuristics:

• Do not ask the boss for a raise if he is in bad moon.

• Avoid Houston's Southwest freeway during the rush hour.

• Sell a stock if the dividends are to be cut.

• Buy gold an inflation hedge.
One of the general characteristics of many heuristic is their focus on screening,

filtering and pruning. Each of these terms represents just another way to state that

heuristics may be used to reduce the number alternatives that are considered. Typically

an expert learns through time and experience that certain approaches send to work well,

while others do not.
When one or more heuristics are combined with a procedure for deriving a

solution from these rules, we have a heuristic program. Ass in the case of algorithms,

heuristic programming involves finding a solution to a problem using operations from a

given set of basic operationş, where such a solution is produced in a finite number of

such operations. However and this is the main difference between algorithmic produces

and heuristic programming, the solution found may or may not .be theoretically best

possible answer.
Not that when one uses heuristics, heuristic programming, and one is implicitly

accepting the notation satisfying. Satisfying is a concept for use in the explanation of

how individuals and organizations actually arrive at decisions. Specifically, we typically

do not seek optimal solution; rather we seek an acceptable solution. Heuristics (heuristic

programs) are then indented for use in obtaining acceptable solutions. However, we can

only justify the use of heuristics in those cases for which more formal analytical
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