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ABSTRACT

In recent years considerable progress has been made in the area of face recognition.

Through the development of techniques like Eigenfaces and Local feature Analysis

computers can now outperform humans in many face recognition tasks, particularly those

in which large databases of faces must be searched. Given a digital image of a person's face,

face recognition software matches it against a. database of other images. If any of the stored

images matches closely enough, the system reports the sighting to its owner, and. so the

efficient way to perform this is to use an Artificial Intelligence system.

The main aim of this project is to discuss the development of the face recognition

system. For this purpose the state of art of the face recognition is given. However, many

approaches to face recognition involving many applications and there eignfaces to solve the

face recognition system problems is given too. For example, the project contain a

description of a face recognition system by dynamic link matching which shows a good

capability to solve the invariant object recognition problem.

A better approach is to recognize- the' face in unsupervised manner using neural

network architecture. We collect typical faces from each individual, project them onto the

eigenspace or local feature analysis and neural network learns how to classify them with the

new face descriptor as input.
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INTRODUCTION

The project has presented an approach to the detection and identification of human

faces and describe a, working, near real time face recognition system which tracks a

subject's head and then recognizes the person by comparing characteristics of the face to

those of known individuals.

Face recognition in general and the recognition of moving people in natural scenes ın

particular; require.a set of visual tasks to be performed robustly.

These includes:

•' Acquisition: the detection and tracking of face-like image patches in a dynamic

scene.

• Normalization: the segmentation, alignment and normalization of the face images.

• Recognition: the representation and modeling of face images as identities, and the

association of novel face images with known models.

The project describes the ways that perform these tasks, and it also gives some results and

researches for Face Recognition by several methods. The project consists of introduction, 4.

chapters and conclusion.

Chapter one presents the history of face recognition and why it is important, with some

technologies that are used.now a days.

Chapter two describes the· Techniques and calculations used in face recognition with

Eigenfaces and Local Feature Analysis.

Chapter three present a Neural Network approach to face recognition with some
-c......

experimental results.

Chapter Four describes the face reqpgnition application.

Finally conclusion presents the obtained important results and contributions in the project.
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The objectives of this project are:

1. Describe· the important of face recognition and show where we can use it.

2. Maintain the techniques and calculations for detection and recognition by gıven

results from eigenfaces and local feature analysis.

3. Maintain a face recognition by neural network approach and see if it is has the

capability to extract the images from convolutional network.

4. Show the approaches to face recognition and discuss its applications .
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CHAPTER ONE

INTRODUCTION TO FACE RECOGNITION

1'. l Overview

In recent years considerable progress has been made in the areas of face

recognition. 'Through the work of people like Alex Pentland computers can now perform

outperform humans in many face recognition tasks, particularly those in which large

databases of faces must be, searched. A system with the ability to detect and recognize

faces in a. crowd has many potential applications including crowd and . airport

surveillance, private security and improved human computer interaction.

1.2:History of'Face Recognition

The, subject of face recognition is as old as computer vision, both because of the

practical importance of the topic and theoretical interest from cognitive scientists,

Despite the fact that other methods of identification (such as fingerprints, or iris scans)

can be more accurate, face recognition has always remains a major focus of research

because of its non-invasive nature and because it is people's primary method of person

identification.

Perhaps the most famous early example of a face recognition system is due to Kohonen

[l], who demonstrated that a simple neural net could perform face recognition for

aligned and normalized face .images. The.type of network he employed computed a face

description by approximating the eigenvectors of the face image's autocorrelation

matrix; these "eigenvectors are now known as 'eigenfaces.' Destiny is not a matter of~

chance; it's a. matter of choice.

This method functions ~y projecting a face onto a multi-dimensional feature

space that spans the gamut of human faces. A ~t of basis images is extracted from the

database. presented to the system by Eigenvalue-Eigenvector decomposjtion. Any face
ı,

in the feature space is then characterized by a weight vector obtained by projecting it

onto the set of basis images. When a new face is presented to the system, its weight

vector is calculated and compared with those of the faces in the database: The nearest

neighbor to this weight vector, computed using the Euclidean norm, is determined. If

this distance is below a certain threshold (found by experimentation) the input face is

3



adjudged as that face corresponding to the closest weight yector: Otheıwise, the. input

pattern is adjudged as not belonging to the database.

Kohonen's system was not a practical success, however, because of the need for

precise alignment and normalization. In following years many researchers tried face

recognition schemes based on edges, inter-feature distances, and other neural net

approaches. While several were successful on small databases of aligned images, none

successfully addressed the more realistic problem of large databases. where the location

and scale of the face is unknown.

Kirby and Sirovich (1989) [6] later introduced an algebraic manipulation which

made it easy to directly calculate the eigenfaces, and showed that fewer than 100 were

required to accurately code carefully aligned. and normalized face images. Turk and

Pentland (1991) [l] then demonstrated that the residual error when coding using the

eigenfaces could be used both to detect faces in cluttered natural imagery, and to

determine the precise location and scale of faces in an image. They then demonstrated.

that by coupling this method for detecting and localizing faces with the eigenface

recognition method, one could achieve reliable, real-time recognition of faces in a

minimally constrained environment This demonstration that simple, real-time pattern

recognition techniques could be combined to create a useful system sparked an

explosion of interest in the topic of face recognition.
}

A face bunch graph is
created from 70 face
models to obtain a.
general representation of
the face

Given an image the face is
matched to the face bunch
graph to find the fiducial
points

An image graph is created
using elastic graph
matching and compared to
databse of faces for
recognition

Figurel.l Face recognition using elastic graph matching.
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ı.r Face. Recognition-
Smart environments, wearable computers, and ubiquitous computing in general

are thought to be the coming 'fourth generation' of computing and information

technology . Because these devices will be everywhere -- clothes, home, car, and office,

their economic. impact and cultural significance are expected to dwarf previous

generations of computing. At a minimum, they are among the most exciting and

economically important research areas in information technology and computer science.

However; before this new generation or computing can be widely deployed we

must invent new methods of interaction that don't require a keyboard or mouse·- there

will be too many small computers to instruct them all individually. To win wide

consumer acceptance such interactions- must be fiiendly and personalized (no one likes

being treated like just another cog in a machine!), which implies that next-generation

interfaces will be aware of the·people in their immediate environment and at a minimum

know who they are.

The requirement fop reliable. personal identification in computerized access

control has resulted in an increased interest in biometrics. Biometrics being investigated

includes fingerprints , speech, signature dynamics, and face recognition. Sales of

identity verification products exceed $100 million.

Face· recognition: has the- benefit of being a passive, non-intrusive system for

verifying personal identity. The. techniques used in the best face recognition systems

may depend on: the. application of the· system. We can identify at least two broad

categories of face recognition systems:

1. We can fincla person within a: large database of faces (e.g. in a police database).

These systems typically return a list of the most likely people in the database

[41]. Often only one image is available per person. It is usually not necessary for
ı, "'.. recognition to be done in real-time .

2. We can identify particular people. in real-time (e.g. in a security monitoring

system, location tracking system; etc.), or we can allow access to a group of

people and deny access to all others (e.g. access to a building, computer, etc.) .

Multiple images per person are often available for training and real-time

recognition is required.

5



1.4 Why Face Reeognition
Given the· requirement for determining people's identity, the obvious question is

what technology is best suited. to supply this information? There are many different

identification technologies available, many of which have been in widespread

commercial use for years. The. most common person verification and identification

methods today are Password/PIN (Personal Identification Number) systems, and Token

systems (such as your driver's license). Because such systems have trouble with forgery,

theft, and lapses in: users' memory, there has developed considerable interest in

biometric. identification systems, which use pattern recognition techniques to identify

people usingtheir physiological characteristics. Fingerprints are a classic example of a

biometric; newer technologies include.retina and iris recognition.

While appropriate for bank transactions and entry into secure areas, such

technologies have. the disadvantage that they are intrusive both physically and socially.

They require the: user to position their body relative to the sensor; and then pause for

seconds to 'declare' themselves. This 'pause and declare' interaction is unlikely to

change because.of the: fine-grain spatial sensing required. Moreover, there is an · oracle-,

like.' aspect to the. interaction: since people can't recognize other people using

this sort of data,. these types of identification do not have a place in· normal human

interactions and social structures.

While the: 'pause and: present' interaction and. the oracle-like perception are

useful in high-security applications (they make the systems look more accurate), they

are exactly the opposite of what is-required when building a store that recognizes its best

customers, or an information kiosk that remembers you, o~ a house that knows the

people who live there: Facerecognition from video and voice recognition have a natural

place in these next-generation smart environments -- they are unobtrusive (able to
e,

recognize. at a distance without requiring a 'pause and present' interaction), are usually
:ıı •

passive (do not require generating special electro-magnetic illumination), do not restrict

user movement, and.are now both low-power and· inexpensive. Perhaps most important,

however, is that humans identify other people by their face and voice, therefore are

likely to be comfortable with systems that use face and voice recognition.
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1.5 Mathematical Framework
Twenty years ago the problem of face recognition was considered among the

hardest in Artificial Intelligence (Al) and computer vision. Surprisingly, however, over

the last decade there have been a series of successes that have made the general person

identification enterprise appear not only technically feasible but also economically

practical.

The apparent tractability of face recognition problem combined with the dream of

smart environments has produced a huge surge of interest from both funding agencies
. ' '

and from researchers themselves. It has also spawned several thriving commercial

enterprises. There are now several companies that sell commercial face recognition

software that is capable of high-accuracy recognition with databases of over 1,000

people.

These early successes came from the combination of well-established. patt~rn

recognition' techniques with a fairly sophisticated understanding of the image generation -

process. In addition, researchers realized that they could capitalize on regularities that

are peculiar to people, for instance, that human skin colors lie on a one-dimensional

manifold (with color variation primarily due to melanin concentration), and that human

facial geometry is limited and essentially 2-D when people are looking toward the

camera. Today, researchers are working on relaxing some of the constraints of existing

face recognition algorithms tb achieve robustness under changes in lighting, aging,

rotation-in-depth, expression and appearance (beard, glasses, makeup) -- problems that

have partial solution at the moment.

1 .5. 1 The. Typical Representational Framework

The dominant representational approach that has evolved is descriptive rather

than generative: Training images are used to characterize the range of 2-D appearances

of objects to be recognized. Although initially very simple modeling {methods were

" used, the dominant method of characterizing appearance has fairly quickly become

estimation of the probability density function (PDF) of the image data for the target

class.

For instance, given several examples of a target class ~: in a low-dimensional

representation of the image data, it is straightforward to model the probability

distribution function P (x [ Q) of its image-level features x as a simple. parametric

7



function (e.g., a mixture of Gaussians), thus obtaining: at low-dimensional,

computationally efficient appearance model for the target class.
Once the PDF of the target class has been learned, we can use· Bayes' rule. to

perform maximum a pos\eriori (MAP) detection and recognition. The result is typically

a very simple, neural-net-like representation of the target class's appearance, which can

be used to detect occurrences of the class, to compactly describe its appearance, and to

efficiently compare different examples from the same class. Indeed, this

representational :framework is so efficient that some of the current face- recognition

methods can process video data at 30 frames per second, and several can compare an
I

incoming face to a database of thousands of people in under one second -- and all on a

standard PC!

1.6 Dealing with the Curse:of Dimensionality
I

To obtain an 'appearance-based' representation, one must first ıransıorm the

image into a. 'low-dimensional coordinate system that preserves the· general perceptual

quality of the target object's image: This transformation is necessary in order to address

the 'curse of dimensionality'. The raw image data has so many degrees of :freedomthat

it would.require millions of examples to learn the range of appearances directly.
Typical methods of dimensionality reduction include.Karhunen-Loeve transform

(KLT) (also called Principal Components Analysis (PCA)) or the· Ritz approximation
___,.,,

(also called 'example-based. representation'). Other dimensionality reduction methods

are sometimes also employed, including sparse filter representations (e.g., Gabor Jets,

Wavelet transforms), feature histograms, independent components analysis, and so

forth.
These methods have in common the property that they allow efficient characterization

-ofa.low-dimensional subspace with the overall space of raw image measurements. Once

a low-dimensional representation of the target class (face, eye, hand, etc.) has been

obtained, standard statistical parameter estimation methods can be us'ed to learn the

range of appearance that the target exhibits in the new, low-dimensional coordinate

system. Because of the lower, dimensionality, relatively few examples are required to

obtain a useful estimate-of either the PDF or the inter-class discriminant function.

An important variation on this methodology is discriminative models, which

attempt to model the differences between classes rather than the classes themselves.
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Such models.. can often be: learned more. efficiently and. accurately than when directly

modeling the PDF. A simple linear example. of such a difference feature is the Fisher

discriminant One can also employ discriminant classifiers such as Support Vector

Machines (SVM), which attempt to maximize the margin between classes.

1.1 Current State of the Art
By 1993 there:were:several algorithms claiming to have accurate performance in

minimally constrained environments. To better understand the potential of these

algorithms, DARPA and the Army Research Laboratory established the FERET

program with the. goals of both evaluating their performance and encouraging advances

in the technology [42].

At the time of this writing, there are three algorithms that have demonstrated the

highest level of' recognition accuracy on large databases ( 1196 people or more) under

double-blind' testing conditions. These are the algorithms from University of Southern

C:tlifornia. (USC) [43], University of Maryland (UMD) [44], and the MIT Media Lab

[45]. All of these·are·participants in the FERET program. Only two of these algorithms,

from USC and MIT, are capable of both minimally constrained detection and

recognition; the others. require approximate eye locations to operate. A fourth algorithm

that was an early contender; developed at Rockefeller University [46], dropped from

testing to form a commercial enterprise. The MIT and USC algorithms have also

become the basis for commercial-systems.

The MIT, Rockefeller, and UMD algorithms all use a version of the eigenface

transforms followed by discriminative modeling. The UivID algorithm uses a linear

discriminant, while the MIT system, seen in Figure 1.2, employs a quadratic

discriminant. The Rockefeller sy;tem, seen in Figure 1.3, uses a sparse version of the

eigenface transform, followed. by a discriminative neural network. The USC system,.
seen in Figure 1, in contrast, uses a very different approach. It begins .by computing

ı,

" Gabor 'jets' from the ·image, and then does a 'flexible template' comparison between

image. descriptions using a.graph-matching algorithm.

The FERET database testing employs faces with variable position, scale, and

lighting in a manner consistent with mugs hot or driver's license photography. On

databases of fewer than 200 people and images taken under similar conditions, all four

algorithms produce nearly perfect performance. Interestingly, even simple correlation

9



matching can sometimes achieve similar accuracy for databases of only 200 people [42].

This is- strong evidence that any new algorithm should be tested with at databases of at

least 200 individuals, and should achieve performance over 95% on mugshot-like

images before it can be considered potentially competitive.
In the. larger FERET testing (with 1166 or more images), the performance of the

' four algorithms is similar enough that it is difficult or impossible to make meaningful

distinctions between them (especially if adjustments for date of testing, etc., are made).

On frontal images taken the same day, typical first-choice recognition performance is

95% accuracy. For images taken with a different camera and lighting, typical

performance drops to 80% accuracy. And for images taken one year later; the typical

accuracy is approximately 50%. Note that even 50% accuracy is 600 times chance

performance.

Small set of features
can·recognize faces
uniquely

~~~,....- •,ı

Receptive fields that are rnaıched to the local features at the face
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mouth eyebrow jawline cheekbonenose

Figurel.2' Face recognition using Local Feature Analysis
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"Fig.uref.3~ Face recognition using.Eigenfaces
•

1.S Commercial: Systems, andi Applications.
Currently, several face-recognition products are commercially available. Algorithms

developed by the top contenders of the FERET competition are the basis of some of the

available systems; others were lıeveloped outside of the FERET testing
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