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ABSTRACT. 

Artificial neural networks (usually just called neural networks) are interconnected 

collections of simple, independent processors. While loosely modeled after the brain, 

the details of neural network design are not guided by biology. Instead, for over 20 

years researchers have been experimenting with different types of nodes, different 

patterns of interconnection, and different algorithms for adjusting connections. 

The difference between the behavior of programmed computation and neural 

networks, compare the operation of computers with humans. For example, a computer 

can perform mathematical operations more quickly and precisely than a human can. 

However, a human can recognize faces and complex images in a more precise, efficient, 

and faster manner than can the best computer. One of the reasons for this performance 

difference can be attributed to the distinct organization forms of computers and 

biological neural systems. A computer generally consists of a processor working alone, 

executing instructions delivered by a programmer one by one. Biological neural systems 

consist of billions of nervous cells (i.e., neurons) with a high degree of interconnection. 

Neurons can perform simple calculations without the need to be previously 

programmed. 
This project presents an investigation into neural networks and their application in 

industry. 
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INTRODUCTION 

Neural networks are named after the cells in the human brain that perform 

intelligent operations. The brain is made up of billions of neuron cells. Each of these 

cells is like a tiny computer with extremely limited capabilities; however, connected 

together, these cells form the most intelligent system known. Neural networks are 

formed from hundreds or thousands of simulated neurons connected together in much 

the same way as the brain's neurons. 

Just like people, neural networks learn from experience, not from programming. 
I 

Neural networks are good at pattern recognition, generalization, and trend prediction. 

They are fast, tolerant of imperfect data, and do not need formulas or rules. Neural 

networks are trained by repeatedly presenting examples to the network. Each example 

includes both inputs (information you would use to make a decision) and outputs (the 

resulting decision, prediction, or response). 

Your network tries to learn each of your examples in turn, calculating its output 

based on the inputs you provided. If the network output doesn't match the target output, 

BrainMaker corrects the network by changing its internal connections. This trial-and 

error process continues until the network reaches your specified level of accuracy. Once 

the network is trained and tested, you can give it new input information, and it will 

produce a prediction. Designing your neural network is largely a matter of identifying 

which data is input, and what you want to predict, assess, classify, or recognize. 

Neural networks are called machine-learning algorithms because changing these 

connections (training) causes the network to learn the solution to a problem. This differs 

from other artificial intelligence technologies, such as expert systems, fuzzy logic or 

constraint-based reasoning which must be programmed to solve a problem. 

The aim of this project is to show how neural networks are robust and useful in 

many industrial applications. Neural networks can be used in several ways to model a 

given process. The project consists of introduction, four chapters and conclusion. 

Chapter One presents the Biological Foundation of Neurocomputing and the 

development of neurocomputing, how to build a neural network, and some benefits of a 

neural network. 
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Chapter Two describes the different neural network models have been explored. 

These models are described as either unsupervised or supervised. Unsupervised neural 

networks, such as self-organizing feature maps, find relationships between input 

examples by examining the similarities and differences between the examples. 

Supervised neural networks, such as back propagation, are used for pattern recognition 

or prediction. For supervised neural networks, the input examples must be an 

accompanied by the desired output. 

Chapter Three presents some Industrial Application of neural network like neural 

computing in Oil and Gas Industry, Neural Network In Tetris Games, Neural network in 

the pulp and paper industry and the Modeling of plate Rolling Process using Neural 

network. 

Chapter Four presents the application of neural network in the modeling of plate 

rolling process. The cases that neural network were applied to real life in steelwork that 

the still do not have hot rolling models developed. And in the Thermal profile of slaps a 

neural network model was developed to forecast the inner temperture of the slabs being 

reheated as a function of reheating time and superficial temperatures. One of the 

disadvantages of neural networks is the complexity of hardware and software necessary 

to enable industrial application. For example, if process conditions change from those to 

used when training the neural network, data must once again be collected, analyzed and 

used for retraning the system. 
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CHAPTER ONE 

INTRODUCTION 

TO NEURAL NETWORK 

1.1 Overview 

This chapter presents the Biological Foundation of Neurocomputing and the 

development of neurocomputing, how to build a neural network, and some benefits of a 

neural network. 

1.2 What is a Neural Network? 

} 
t 

In information technology, a neural network is a system of programs and data 

structure that approximate the operation of the human brain. A neural network usually 

involves a large number of processors operating in parallel, each with its own small 

sphere of knowledge and access to data in its local memory. Typically, a neural network 

is initially "trained" or fed large amounts of data relationships (for example, "a 

grandfather is older than a person's father"). A program can tell the network how to 

behave in response to an external stimulus (for example, to input from a computer user 

who is interacting with the network) or can initiate activity on its own (within the limits 

of its access to the external world). 

In making determinations, neural networks use several principles, including 

gradient-based training, fuzzy logic, genetic algorithms, and Bayesian methods. Neural 

networks are sometimes described in items of knowledge layers, with, in general, more 

complex networks having deeper layers. In feed-forward systems, learned relationships 

about data can "feed forward" to higher layers of knowledge. Neural networks can also 

learn temporal concepts and have been widely used in signal processing and time series 

analysis. 

Current applications of neural networks include: oil exploration data analysis, 

weather prediction, the interpretation of nucleotide sequences in biology labs, and the 
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exploration of models of thinking and consciousness. In his novel, Galatea [ 1 ], Richard 

Powers envisioned a neural network (named "Helen") that could be thought to pass a 

comprehensive exam in English literature. 

r 

1.3 The Sudden Rise of Neurocomputing 
The majority of information processing today is carried out by digital computers. 

This has led to the widely held misperception that information processing is dependent 

on digital computers. However, if we look at cybernetics and the other disciplines that 

form the basis of information science, we see that information processing originates 

with living creatures in their struggle to survive in their environments, and that the 

information being processed by computers today accounts for only a small part - the 

automated portion - of this. Viewed in this light, we can begin to consider the possibility 

of information processing devices that differ from conventional computers. In fact, 

research aimed at realizing a variety of different types of information processing devices 

is already being carried out, albeit in the shadows of the major successes achieved in the 

realm of digital computers. One direction that this research is taking is toward the 

development of an information processing device that mimics the structures and 

operating principles found in the information processing systems possessed by humans 

and other living creatures. 

Digital computers developed rapidly in and after the late l 940's, and after originally 

being applied to the field of mathematical computations, have found expanded applications 

in a variety of areas, to include text (word), symbol, image and voice processing, i.e. pattern 
information processing, robot control and artificial intelligence. However, the fundamental 

structure of digital computers is based on the principle of sequential (serial) processing, 

which has little if anything in common with the human nervous system. 
The human nervous system, it is now known, consists of an extremely large number 

of nerve cells, or neurons, which operate in parallel to process various types of information. 

By taking a hint from the structure of the human nervous system, we should be able to build 

a new type of advanced parallel information processing device. 

In addition to the increasingly large volumes of data that we must process as a 

result of recent developments in sensor technology and the progress of information 

technology, there is also a growing requirement to simultaneously gather and process 

huge amounts of data from multiple sensors and other sources. This situation is creating 
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a need in various fields to switch from conventional computers that process information 

sequentially, to parallel computers equipped with multiple processing elements aligned 

to operate in parallel to process information. 

Besides the social requirements just cited, a number of other factors have been at 

work during the 1980 [3] pt research on new forms of information processing devices. 

For instance, recent neurophysiological experiments have shed considerable light on the 

structure of the brain, and even in fields such as cognitive science, which study human 

information processing processes at the macro level, we are beginning to see proposals 

for models that call for multiple processing elements aligned to operate in parallel. 

Research in the fields of mathematical science and physics is also concentrating more 

on the mathematical analysis of systems comprising multiple elements that interact in 

complex ways. These factors gave birth to a major research trend aimed at clarifying the 

structures and operating principles inherent in the information processing systems of 

human beings and other animals, and constructing an information processing device 
_) 

based on these structures and operating principles. 

}( 

\ 
1.4 Building A Neural Network 

Since 1958, when psychologist Frank Rosenblatt [2] proposed the "Perceptron," a 

pattern recognition device with learning capabilities, the hierarchical neural network has 

been the most widely studied form of network structure. A hierarchical neural network is 

one that links multiple neurons together hierarchically, as shown in Figure 1.3. The special 

characteristic of this type of network is its simple dynamics. That is, when a signal is input 

into the input layer, it is propagated to the next layer by the interconnections between the 

neurons. Simple processing is performed on this signal by the neurons of the receiving layer 

prior to its being propagated on to the next layer. This process is repeated until the signal 

reaches the output layer completing the processing process for that signal. 

The manner in which the various neurons in the intermediary (hidden) layers process 

the input signal will determine the kind of output signal it becomes (how it is transformed). 

As wee can see, then, hierarchical network dynamics are determined by the weight and 

threshold parameters of each of their units. If input signals can be transformed to the proper 

output signals by adjusting these values (parameters), then hierarchical networks can be 

used effectively to perform information processing. 
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Since it is difficult to accurately determine multiple parameter values, a learning 

method is employed. This involves creating a network that randomly determines parameter 

values. This network is then used to carry out input-to-output transformations for actual 

problems. The correct final parameters are obtained by properly modifying the parameters 

in accordance with the errors that the network makes in the process. Quite a few such 

learning methods have been proposed. Probably the most representative of these is the error 

back-propagation learning method proposed by D. E. Rumelhart et al. in 1986 [3]. This 

learning method has played a major role in the recent neurocomputing boom. 

The back-propagation paradigm has been tested in numerous applications including 

bond rating, mortgage application evaluation, protein structure determination, backgammon 

playing, and handwritten digit recognition. Choosing the right methodology, or 

backpropagation algorithm, is another important consideration. In working with the 

financial applications, many have found that the back-propagation algorithm can be very 

slow. Without using advanced learning techniques to speed the process up, it is hard to 

effectively apply backpropagation to real-world problems. Overfitting of a neural network 

model is another area which can cause beginners difficulty. Overfitting happens when an 

ANN model is trained on one set of data, and it learns that data too well. This may cause the 

model to have poor generalization abilities - the model may instead give quite poor results 

for other sets of data. 

1.5 The Analogy To The Brain 
The most basic components of neural networks are modeled after the structure of 

the brain. Some neural network structures are not closely to the brain and some does not 

have a biological counterpart in the brain. However, neural networks have a strong 

similarity to the biological brain and therefore a great deal of the terminology is 

borrowed from neuroscience. 
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1.5.1 The Biological Foundation of NeuroComputing 

Neurocomputing involves processing information by means of changing the states 

of networks formed by interconnecting extremely large numbers of simple processing 

elements, which interact with one another by exchanging signals. Networks such as the 

one just described are called artificial neural networks (ANNs), in the sense that they 

represent simplified models of natural nerve or neural networks(figure 1.1.). 

Fig. 1.1. A simple neuron cell 

Fig. 1. 2. A schematic diagram of a neuron 
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Fig. I. 3. A feed forward neural network 

The basic processing element in the nervous system is the neuron. The human 
I 

brain is composed of about 1011 of over 100 types. Tree-like networks of nerve fiber 

called dendrites are connected to the cell body or soma, where the cell nucleus is 

located. Extending from the cell body is a single long fiber called the axon, which 

eventually branches into strands and substrands, and are connected to other neurons 

through synaptic junctions, or synapses. 

The transmission of signals from one neuron to another at a synapses is a complex 

chemical process in which specific transmitter substances are released from the sending 

end of the junction. The effect is to raise to lower the electrical potential inside the body 

of the receiving cell. If the potential reaches a threshold, a pulse is sent down the axon - 

we then say the cell has "fired". 

In a simplified mathematical model of the neuron, the effects of the synapses are 

represented by "weights" which modulates the effect of the associated input signals, and 

the nonlinear characteristics exhibited by neurons is represented by a transfer function 

which is usually the sigmoid function. The neuron impulse is then computed as the 

weighted sum of the input signals, transformed by the transfer function. The learning 

capability of an artificial neuron is achieved by adjusting the weights in accordance to 

the chosen learning algorithm, usually by a small amount *Wj = * *Xj where * is called 
the learning rate and * the momentum rate. 
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1.6 The Biological Neuron 
The most basic element of the human brain is a specific type of cell, which 

provides us with the abilities to remember, think, and apply previous experiences to our 

every action. These cells are known as neurons( see figure 1.4. ), each of these neurons 
v 

can connect with up to 200000 other neurons. The power of the brain comes from the 

numbers of these basic components and the multiple connections between them. 

All natural neurons have four basic components, which are dendrites, soma, axon, 

and synapses. Basically, a biological neuron receives inputs from other sources, 

combines them in some way, performs a generally nonlinear operation on the result, and 

then output the final result. The figure below shows a simplified biological neuron and 

the relationship of its four components. 

] 

4 P3J1:s of :a 
Typical NeM! Cell 

~ ""'"'". ''"'' '"'"" 
r Soma: Process; the inputs 

Axon: Turn the processed inputs 
into outputs 

Figure 1.4. The biological neuron 

1. 7 Why we use neural network? 
Neural networks, with their remarkable ability to derive meaning from 

complicated or imprecise data, can be used to extract patterns and detect trends that are 

too complex to be noticed by either humans or other computer techniques. A trained 

neural network can be thought of as an "expert" in the category of information it has 

been given to analyze. This expert can then be used to provide projections given new 

situations of interest and answer "what if' questions. Other advantages include: 
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Adaptive learning: An ability to learn how to do tasks based on the data given for 

training or initial experience. 

Self-Organisation: An ANN can create its own organisation or representation of 

the information it receives during learning time. 

Real Time Operation: ANN computations may be carried out in parallel, and 

special hardware devices are being designed and manifactured which take advantage of 

this capability. 

Fault Tolerance via Redundant Information Coding: Partial destruction of a 

network leads to the corresponding degradation of performance. However, some 

network capabilites may be retained even with major network damage. 

1.8 Some Real Life Application 
ANNs can be regarded, in one respect, as multivariate nonlinear analytical tools, 

and are known to be very good at recognizing patterns from noisy, complex data, and 

estimating their nonlinear relationships. Many studies have shown that ANN s have the 

capability to learn the underlying mechanics of the time series, or, in the case of trading 

applications, the market dynamics. In general, ANN s are known to possess these 

capabilities: 

A number of development projects involving ANN technology have been 

publicized in the media recently. For example, Nippon Steel Corp [ 4]. has built a blast 

furnace operation control support system that makes use of ANN s. The neural network 

employed in this system has been equipped with functions that enable it to learn the 

relationship between sensor data and the eight kinds of temperature distribution patterns 

known from experience to pertain to the overall operation of blast furnaces, and to 

instantaneously recognize and output that pattern which most closely approximates 

sensor data input into the system. The neural network learns very quickly, and achieves 

a better than 90% pattern recognition ratio following learning. Since this system has 

been performing extremely well during operational testing, Nippon Steel is planning to 

introduce it into other aspects of its operations in addition to blast furnace control, to 

include the diagnosis of malfunctions, and other control processes. 

A second example is the experimental work started by Daiwa Securities Co. , Ltd. 

and NEC [5] Corporation on applying neural network technology to the learning and 
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