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ABSTRACT 

Since the beginning, humankind has sought to use elements in the surrounding environment

to make life easier and the tasks at hand more efficient. In keeping with this tradition,

people have toyed with and explored the concept of using machines to solve problems since

ancient times, Only in this 20th century have significant advances occurred, making the

possibility of an actual manifestation of artificial intelligence more and more a reality.

This project explores the theoretical and particular underpinning of Neural Networks and

its applications, the reader of this project will come away with an appreciation for the basic

concepts of Neural Network., and with an idea about Image classification using Artificial

Neural Networks field and the use of its applications.

This projects includes three kinds of network are using for image classification, also this

project is supplied with MATLAB code which help in implementing and training the neural

network for image classification and the reader of this project will learn about the wavelet

decomposition which help in compression or reducing the image size without losing the

image data.

•
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Introduction 

Image classification plays an important part in the fields of Remote sensıng,

Image analysis and Pattern recognition. Digital image classification is the process of

orting all the pixels in an image into a finite number of individual classes. The

conventional statistical approaches for image classification use only the gray values.

Digital image consists of discrete picture elements called pixels which are

associated with a digital number represented as DN that depicts the average radiance of

relatively small area within a scene. The range of DN values is normally O to 255. Digital

image processing is a collection of techniques for the manipulation of digital images by

computers. Classification generally comprises four steps:

1- Pre-processing: Atmospheric correction, noise suppression, and finding the

band ratio, principal component analysis, etc.

2- Training: Selection of the particular feature which best describes the pattern.

3- Decision: Choice of suitable method for comparing the image patterns with the

target patterns.

4- Assessing the accuracy of the classification.

Project description 

In this project we are, discussing the image classification using artificial neural

network, since ANN according to Haykin is a massively parallel distributed processor

that has a natural propensity for storing experiential knowledge ana making it available

for use. ANNs can provide suitable solutions for problems, which are generally

characterized by non-linearities, high dimensionality noisy, complex, imprecise, and

imperfect or error prone sensor data, and lack of a clearly stated mathematical solution or

algorithm. A key benefit of neural networks is that a model of the system or subject can

be built just from the data.
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This research consists of seven chapters, the goal of this research is to describe

ome neural network and how they are able to classify images, the description of each

hapter as follow.

First chapter is Artificial Neural Networks:

This chapter presents an introduction to artificial neural network, and it contains a

definition of artificial neural network, analogy of the brain, how artificial neurons work,

it also discuses the components of artificial neural network, which contains neuron,

layers, connections, and transfer function with description of each transfer function

supplied in appendix, this chapter will also present the operation mode and training mod

of artificial neural network, comparison between artificial neural network and traditional

computing, applications of artificial neural network, and finally neural network structure.

Chapter 2: Classification Methods:

This chapter introduces the classification method which is divided into two parts

first part was statistical method of classification which is divided into maximum

likelihood classification and minimum distance classification. The second part was about

classification using an artificial neural network which was also divided into competitive

neural network and learning vector quantization network. Also we will see in the

appendix a description of the dist function which had been used in the competitive layer

architecture and in the learning vector quantization network architecture.

Chapter3: Introduction to Wavelet Analysis:

•
This chapter discuses the wavelet analysis, its needed, the drawback of Fourier transform

and its solution with STFT then the problem with STFT, also it discussed the appearance

of wavelet analysis and its better resolution properties and its high compression

capabilities, then it discussed the wavelet computing which divided into three parts: the

continuous wavelet transform and the wavelet series, discrete wavelet transform (DWT)
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and DWT and filter banks. And finally it shows some of basis functions that can be used

as the mother wavelet for wavelet transformation which related to wavelet family's part.

Chapter4: Design objective and Preprocessing:

This chapter discussed some MATLAB codes and it show how they work on the

elected images with some examples, it used the wavelet transformation which helped in

the data processing, but we involved with the two dimension discrete branch of the

wavelet transformation and it was applied on the decomposition and reconstruction

process. Also it discussed the cause of using the two dimension wavelet transformation

through an example using the MATHLAB code.

Chapters: FeedForward Design:

This chapter discussed on of the most popular and effective network which is the

Feedforward architecture, its construction, its training and the use of wavelet

transformation within the Feedforward in order to reduce the size of the image which will

reduce the number of neurons in the input layer, although the result of training was failed

even by trying the fifth and sixth level of decomposition.

Chapter6: Competitive Layer ANN Design:

This chapter discussed the competitive layer ANN design which is an

unsupervised training ANN, th'e architecture of this network contain only one layer which

is the competitive layer. This chapter shows the network design for the original size

image using the MATLAB code which was failed , the this chapter discussed the network

design for reduced image size which failed to classify the images in the first and second

order wavelet decomposition, but it was successful for the third , forth and fifth order

wavelet decomposition , but as the experiment shows that network design using fifth

level wavelet decomposition was better than the network design using the third and the

forth order wavelet decomposition.
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rer?: Classification using Leaming Vector Quantization:

This chapter discussed the classification using learning vector quantization

use its architecture has the architecture of competitive layer plus the ability to have

ised training; this chapter show the construction of the LVQ ANN using MATLAB

. The LVQ ANN was applied on the original image but the training failed so the

velet decomposition was considered, and it was started from the first wavelet

omposition which got failed and the same result for the second wavelet decomposition

rder, so it considered the third, forth, and fifth order of wavelet which was successfully

trained and the fifth wavelet decomposition order proved that it's the best order in the

lassification.

Aim of project 

The aims of this project are:

1- To give general information about ANN, Classification method, and Wavelet

Analysis.

2- To introduce some networks and how they are able to classify images.

3- Using the MATLAB code for implementing the networks and to train each

network

4- To show the differences between the used networks and to show that Leaming

vector quantization is better than other used network.
~

•• •
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Chapter One 

Artificial Neural Networks 

1.1 Overview 

This chapter presents an introduction to artificial neural network, and it contains

a definition of artificial neural network, analogy of the brain, how artificial neurons work,

it also discuses the components of artificial neural network, which contains neuron,

layers, connections, and transfer function with description of each transfer function

supplied in appendix, this chapter will also present the operation mode and training mod

of artificial neural network, comparison between artificial neural network and traditional

computing, applications of artificial neural network, and finally neural network structure.

1.2 Introduction to Artificial Neural Network 

Artificial Neural Networks are being touted as the wave of the future in

computing. They are indeed self learning mechanisms which don't require the traditional

skills of a programmer. But unfortunately, misconceptions have arisen. Writers have

hyped that these neuron-inspired processors can do almost anything. These exaggerations

have created disappointments fur some potential users who have tried, and failed, to solve

their problems with neural networks. These application builders have often come to the

conclusion that neural nets are complicated and confusing. Unfortunately, that confusion

has come from the industry itself. Avalanches of articles have appeared touting a large

assortment of different neural networks, all with unique claims and specific examples.

Currently, only a few of these neuron-based structures, paradigms actually, are being

used commercially. One particular structure, the feedforward, back-propagation network,

is by far and away the most popular. Most of the other neural network structures

5



represent models for "thinking" that are still being evolved in the laboratories. Yet, all of

these networks are simply tools and as such the only real demand they make is that they

require the network architect to learn how to use them.

1.2.1 Artificial Neural Networks 

The basic concept of the Artificial Neural Network is that they are electronic

models based on the neural structure of the brain. This familiarization with the brain

structure give the Artificial Neural Network the ability to do more complex operation that

computer can not do.

Advanced researches in biological structure of the brain, give us an initial

understanding of the Neural thinking mechanism. It appears that the brain store

information as patterns, some of these patterns are very complicated so it gives us the

ability to recognize individual faces from many different angles.

This process of storing information as patterns, utilizing those patterns, and then

solving problems, by establishing a new field in computing, does not utilize traditional

programming but involves the creation of massively parallel networks and then training

these networks to solve specific problems.

1.2.2 Analogy of the Brain 

Although the exact exercises procedures of the human brain are still a mystery

yet, some aspects of this amazing processor are known. In particular, the most basic

element of the human brain is a specific type o( cell which, unlike-the rest of the body,

doesn't appear to regenerate. Because this type of cell is the only part of the body that

isn't slowly replaced, it is assumed that these cells are what provide us with our abilities

to remember, think, and apply previous experiences to our every action. These cells, all

100 billion of them, are known as Neurons. Each of these neurons can connect with up to

200,000 other neurons.

6



The power of the human mind comes from the huge number of the neurons and

multiple connections between them, it also comes from learning.

Together these neurons and their connections form a process which is not binary,

stable, and not synchronous. In short, it is nothing like the currently available

onic computers, or even artificial neural networks.

The Artificial Neural Networks or (ANN) tries to replicate only the most basic

ents of this complicated, versatile, and powerful organism.

1.1.3 Artificial Neurons and how they work 

The basic processing element of the Neural Network is the Neuron, so it's

recommended to know how the biological neuron works.

A biological neuron receive inputs from other sources (maybe other neurons),

ombines them in some way, performs a nonlinear operation on the result, and then

outputs the final result. Figure (1) shows the main components of the biological neuron.

~ Dendrites: Accept inputs

sema: Process the inputs

Axon: Tum the processed inputs
into outputs •

Synap.ses: The electrochemical
Contact between neurons

Figure (1): The main 4 parts of the Nerve Cell (neuron)
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These components are known by their biological names - dendrites, soma, axon,

synapses. Dendrites are hair-like extensions of the soma which act like input

els. These input channels receive their input through the synapses of other neurons.

soma then processes these incoming signals over time. The soma then turns that

ssed value into an output which is sent out to other neurons through the axon and

synapses.

It's recommended to mention that the biological neurons are structurally more

mplex than the simplistic explanation above, and they are significantly more complex

than the existing artificial neurons that are built into today's artificial neural networks.

The goal of the Artificial Neural Network is not to build an exact model of the

human brain, but to understand the natural capabilities behind the human brain structure.

To do this, the basic unit of neural networks, the artificial neuron, simulates the four

basic functions of natural neurons. Figure (2) shows the representation of the artificial

neuron.

Inputs Weights

XO 

xı·~· w>wwoo
X2 ~-°"

W2 :~ output
Path

Processing
Eleı11ent

•
Figure (2): The Artificial Neuron

The synapses and dendrites of the artificial neuron are the inputs to the

processing element (soma). Each of the inputs (Xn) has an associated connection weight

(Wn) which simulates the strength of a particular synaptic connection. The processing
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ent multiplies each input by its connection weight and usually sums these products

I = L Xn Wn), which is then passed to the transfer function f(I) to generate a result

dıich is transmitted via the output path. The transfer function dictates the firing of the

uron. This could be based on a certain threshold level, a linear function, or a sigmoid

ction where the threshold for output varies. Neurons can be classed as excitatory or

inhibitory depending on the effect their output has on the output of a target neuron

1.3 Components of Artificial Neural Network.

1.3.1 Neurons

A simple artificial neuron is shown in figure (3). In this architecture the input (I)

transmitted through a connection that multiplies its value by the weight (w), to form the

product (wl). Then the bias is added to the product (wl) which will apply to the transfer

function (!), to get the output. The bias is much like a weight, except that it has a

constant input of (1 ).

(w)
In put .__..l!=
(I) Bias! (b)

1

Ouput
(O)

O= f(wl+b)

" Figure (3): Simple neuron with bias

1.3.2 Layers •

The neurons are grouped in layers, which construct the neural network, The

layer may vary in size from one neuron to large numbers, and the sequence of layers are

connected through connections (weights).
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The output of each neuron in one layer is connected to the input of each neuron in

layer, and the strength of this connection depends on the value of the weight (w).

l architecture of consecutive is shown in figure (4).

Input Layer 1
r=-; r \ 

Layer 2 Layer3----, ~ "\

\,_.) \ ./ \. .) \ .) 

Figure (4): General architecture of multi layer neural network

J.3.3 Connections (weights) 

The strength of the connections between the neuron and the next one in the next

yer is defined by the weight. The weights of such layer are grouped in one matrix called

the weights matrix.

1.3.4 Transfer Function 

- The multiplication result of the input by the weight added to the bias is then

applied to the transfer function of the neuron. Each neuron can be defined separately with
" a single transfer function, while usually we define each layer with a transfer function,

such that all of the neurons in the same layer have the same transfer function.
•
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There are various transfer functions can be used some of them are listed in table (1);

Command Description

Com pet Competitive transfer function.

Hardlim Hard limit transfer function.

Hardlims Symmetric hard limit transfer function

Logsig Log sigmoid transfer function. -

Poslin Positive linear transfer function

Purelin Linear transfer function.

Radbas Radial basis transfer function.

Satlin Saturating linear transfer function.

Satlins Symmetric saturating linear transfer function

Softmax Softmax transfer function.

Tansig Hyperbolic tangent sigmoid transfer function.

Tribas Triangular basis transfer function.

Table (1): Neurons Transfer functıons.

1.4 Artificial Neural Network: Operation Mode and Training Mode 

1.4.1 Operation Mode 

The question now is how we can use these basic elements (neurons) to

give the performance expected from it? From our knowledge in biological neural

network the grouping Öf these basic elements is recommended.

•This grouping occurs in the human mind in such way the information can

be processed in a dynamic, interactive, and self organizing way. The limited

power of the Artificial ,Neural Network with respect to the biological one come

from the type of construction they use, the biological networks are constructed in

a three dimensional way, and the integrated circuits used to implement the
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