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ABSTARCT 

This project that I explain to parallel and distributed systems, 
horus,distributed computing system(DCE) ,mathematically applicati 
ons of parallel and distributed system(Example branch and bound 
algorithm,load balancing,combinational obtimization). 

There is a fundemental difference between them DCE,Horus and 
Mathematically parallel distributed systems. 

This document summarize the main features of parallel and 
distributed systems,horus,DCE and mathematically applications of 
parallel and distributed system.What we feel is most important 
difference between them,discusses differences between individual 
capabilities and the maturity of both specifications and products,and 
cunculudes with view of how an organization should select 
technology most appropriate to its parallel and distributed systems. 

I practice all graphic of parallel and distributed systems. 



INTRODUCTION 

The department applications of parallel and distributed systems has its 
traditional field of work in the complex areas of database and information 
systems.A multitude of system and application projects has been carried 
out,constantly exploring new subject areas. 

There are several types of distributed processing systems in which the 
componnents are hooked together by telecommunications.List the main reasons 
for function distribution.Reasons for using hierarchical systems distribution.An 
important group of reasons on some configurations is related to data-where it is 
kept and how it is maintained. 

Applications areas is computers can be employed for a wide variety of purpose 
but computers are particularly suited to certain kinds of work.It may be possible 
to use a computer for a particular application if certain criteria are met. Whether 
or not a computer is used will depend on other factors.Considers for criteria and . 
factors and then deals with a variety of particular applications which illustrate 
the general princhiples. 

We describe the main characteristics of distributed systems,their classification 
and programming techniques.Example demonstrate the application areas of 
distributed systems. 

Horus a flexible group communication systems. 

Networks of workstations runing under a multiuser multitasking operating 
system like unix are an increasingly commonplace personel computing 
environment.Due to their use as personal computing these workstations are 
typically underutilized most of the time.Branch and bound algorithms for 
combinatorial optimization on a cluster of workstations.Branch and bound 
algorithm can yield satisfactory speed-up on a cluster of workstations. The of 
describe parallezations of the brach-and-bound algorithm for 
multicomputers.We use as our problem domain the travelling salesperson 
described in all the parallel algorithms described in this section use the 
branching and bounding heuristics developed by little et al. The final part of this 
section discusses anomalies in parallel branc-and-bound algorithm. 



General information about the Department 

Applications of Parallel and Distributed Systems 

Area of Responsibility 

The department Applications of Parallel and Distributed Systems has its "traditional" field of 
work in the complex areas of database and information systems. A multitude of system and 
application projects has been carried out, constantly exploring new subject areas. The 
emphasis of the department's research are the following: 

Area of Research 

Databases and Transaction Management for Open Systems 

In this research area we are determining how database management systems and their 
functionality can be used in open systems that do not comprise central administration 
components. The WWW ( or the Intra-/Internet in general) might be seen as a typical example 
of such systems, but similar approaches including mobile access and processing facilities are 
also considered (e.g. OMG and OSF proposals). Evaluation of concepts is done by specific 
prototypes and related example applications like earth observations systems (EOS) or product 
data management (PDM). 

Parallel Database Technology 

New application areas with more demanding requirements or databases within open 
networks of information systems lead to a rapid increase of data volumes and query 
complexity. Well-known examples are the areas OLAP and data mining, profiling services or 
publish/subscribe services. The necessity to process large data sets very efficiently and to 
reduce response times requires parallel database technology. However, whenever possible, 
this should be transparent to the user. Parallelization steps which are considered in department 
projects are above all input/output, operators of the database engine, and measures to 
parallelize query execution plans. 

Extensible Database Technology 

The first commercial object-relational DBMS are available since some years. This 
technology promises to manage complex data structures with an efficient support for complex 
queries at the same time. Furthermore, DBMS vendors enable third party vendors to extend 
the base systems by program packages which are specific for an application area. These 
packages contain new data structures together with corresponding operators, support for more 
efficient query processing and meta data. An example is a package that adds support for 
geographic information systems by providing base functionality like geometric data 
structures, systems of coordinates, and spatial queries, for example. Further application areas 
like data mining and profiling are examined within this technology framework. 
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Query Processing in Database Systems 

Today's database systems are used in many diverse application areas (e.g. business 
and administration, engineering or knowledge-based applications) for efficient data 
management. The requirements for database processing and especially for query processing 
are mainly determined by prevailing development trends like e.g. extension of data models, 
use of multi-processor or multi-computer architectures for database servers or 
workstation/server environments. In this project area we develop conceptual and 
implementory foundations for advanced query processing. Furthermore we examine 
technologies that form a reusable and extensible base to built adapted query processors. These 
concepts allow to customize query processing engines to specific application scenarios. 
Obvious advantages of this approach are a substantially reduced development time, a flexible 
adaptivity as well as a high reuse of technology, implementation concepts and existing 
software. 

Product Data Management and Exchange 

This project deals with the management and exchange of product data, covering the 
design stage as well as efficient and long-term storage of data during the whole product 
lifecycle. Though relational and object-oriented DBS already offer some basic support, most 
applications in this area have been developed using other solutions. Special emphasis has 
been put on the International Standard for the Exchange of Product Data (STEP), which 
defines the object-oriented data definition language EXPRESS as well as the navigational 
access interface SDAI (Standard Data Access Interface). 

Decision Support and Data Mining 

Large databases generally contain important strategic information, which cannot be 
accessed by normal OL TP-applications. Thus special knowledge discovery methods are 
required, which are both CPU and 1/0-intensive. Research in this field focuses on the 
development of strategies using parallelism as well as exploiting appropriate query 
optimization techniques. 

Workflow Management 

During the last two years, research in the field of workflow management has become 
more and more important. Since 1987, the research group Applications of Parallel and 
Distributed Systems is involved in projects about the management of long-lived activities and 
their combination with traditional, transaction-oriented methods. In 1990, the concept of 
ConTracts was created. Since then, this concept has been systematically extended to a 
platform for efficient, fault tolerant workflow management systems. 

Flow Control in Design Applications 

In integrated computer supported design environments the designflow manager has to 
keep any cooperation and interaction of the design activities consistent. Those activities 
comprise all designing interactions and CAD tools. There are different layers of activity 
abstraction to be found, which build in a natural and system integrated way the typical 
structure of flow management in a tool oriented design environment. A typical design flow 
can be divided into interacting sub design flows, which can be well defined as. flow protocols 
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on the different activity layers. This project aims at developing corresponding design concepts 
to support flexible and layer specific control flow management, which compose an overall 
control flow management. In doing so, already existing concepts in the areas of transaction 
processing, workflow systems, and group work should be considered. 

Geographic Information Systems 

With the growing interest in a computer supported presentation, administration and 
analysis of spatially referenced data the importance of geographic information systems (GIS) 
has increased significantly. The central component of GIS is a geographic or a spatial 
database system. These systems differ from the traditional data base management systems 
developed primarily for business and administration needs mainly by the fact that they offer 
special concepts and technologies especially for spatial data models and languages and 
efficient data structures for storage of and access to spatial data. In this project area we 
address questions concerning the system architecture of GIS, the design of geographical query 
languages, and especially the integration of geographic database systems based on object 
relational technology. 

Component Technology and Middleware 

Modern information systems are characterized by a high degree of heterogeneity and 
distribution of software and hardware. This is especially true for most projects of the 
department "AS" (e.g. earth observation systems, geographical information systems, product 
data management systems, design control, etc). Moreover, these systems mostly consist of 
autonomous components (like e.g. database applications, TP monitors or user interaction). In 
order to cope with the complexity of such systems, it is necessary to model the entire system 
as a combination of separate components that interact via appropriate middleware. In this 
sense, the term middleware comprises file and database management systems, TP monitors, 
network services and e-mail systems, workflow systems as well as more complex frameworks 
like CORBA or DCOM. In this project area we will deal with the design and efficiency of 
such component-based systems. Particular emphasis will be put on efficient data access and 
data shipping techniques. The main goal is to design, implement and evaluate concepts for 
distributed (heterogeneous) data management supporting STEP-based applications, e.g. CAD 
tools or bill-of-material processing. Due to heterogeneity and distribution of components, 
modern concepts which support Intranet and Internet (like CORBA and Java) will be used and 
evaluated as well. 

Models and Tools for Parallel Programming 

Based on computationally intensive problems, as they can be found in typical 
engineering applications, we develop approaches which do not - as is usually the case - take 
the algorithmical structure of a given problem for granted, but which modify some base 
mechanisms taken from the database field in such a way that they can be used for parallel 
programming environments in a variety of applications. One of the main' goals is to transfer 
the potential of automatic parallelism - which has proven successful for descriptive database 
queries - to the programming of different applications. A very interesting idea is to use a two 
tier programming model; at one level the numerical algorithms are coded in conventional 
sequential style, at the second level the topology of the problem is specified in a way that 
allows for automatic detection and control of parallelism. 
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TYPES OF DISTRIBUTED SYSTEMS 

There are several types of distributed processing systems in which the components are 
hooked together by telecommunications. This chapter categorizes them and gives examples. 

HORIZONTAL VS. VERTICAL DISTRIBUTION 

First we shall distinguish between horizontal and vertical distribution.By vertical 
distribution we mean that there is a hierarchy of processors, as in Fig.1. The transaction may 
enter and leave the computer system at the lowest level. The lowest level may be able to 
process the transaction or may execute certain functions and pass it up to the next level. 
Some, or all, transactions eventually reach the highest level, which will probably have access 
to on-line files or data bases. The machine at the top of a hierarchy might be a computer 
system in its own right, performing its own type of processing on its own transactions. The 
data it uses is, however, passed to it from lower-level systems. 

The machine at the top might be a head-office system which receives data from factory, 
branch, warehouse, and other systems. 

By horizontial distribution we imply that the distributed processors do not differ in rank. 
They are of equal status-peers-and we refer to them as peer-coupled systems. A transaction 
may use only one processor, although there are multiple processors available. On some peer 
coupled systems a transaction may pass from one system to another, causing different sets of 
files to be updated. 

Figure.2 illustrates horizontal distribution. The top diagram shows multiple processors 
connected to a bus or wideband short-distance channel. The second diagram shows multiple 
processors connected to a loop, perhaps spanning several buildings in a factory complex, 
university campus, or shopping center, but in some systems being comprised of long-carrier 
connections. The 
third and fourth diagrams show horizantal computer networks in which a user may access one 
of many machines. 

Types of Distributed Systems 

-/ 

·~ 

Level 3 

Level 1 

Figure 1 Vertical distribution. 
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COOPERATIVE OPERATION 

In some networks the user has a choice of computer systems available to him, but he 
normally employs only one computer at a time. The computers are programmed in 
dependently, and each computer performs its own functions. In other networks the computers 
are programmed to cooperate with one another to solve a common set of problems. This is 
often the case in a vertical system (Fig.l ), The lower-level machines are programmed to pass 
work to the higher-level ma- chines. This is sometimes true also in a horizontal system. The 
processing of one transaction may begin on one machine and pass to another. The different 
computers perform different functions or maintain and update different files. The machines 
may be minicomputers in the same location or computers scattered across the world on a 
network. 

FUNCTION DISTRIBUTION VS. SYSTEM DISTRIBUTION: 

In some distributed systems, usually vertical systems, functions are distributed, but not 
the capability to fully process entire transactions. The lower-level machines in Fig. I may be 
intelligent terminals or intelligent controllers in which processors are used for functions such 
as message editing, screen formatting, data collection dialogue with terminal operators, 
security, or message compaction or concentration. They do not complete the processing of 
entire transactions. 

Werefer to this distribution as function distribution and contrast it with system such as 
message editing, screen formatting, data collection dialogue with terminal operators, security, 
or message compaction or concentration. They do not complete the processing of entire 
transactions. We refer to this distribution as function distribution and contrast it with system 
distribution in which the lower-level machines are system in their own right, processing their 
own transactions ,and occasionally passing transactions or data up the hierarchy to higher 
level machines 

r-9rnn-syni~a,:!'<'9A"f 
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In a systems distribution environment the lower machines may be entirely different from, 

and incompatible with, the higher machines. In a function distribution environment, close 
cooperation between the lower-level and higher-level machines is vital. Overal system 
standards are necessary to govern what functions are distributed and exactly how the lower 
and higher machines form part of a common system architecture with appropriately integrated 
control mechanisms and software. 
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When the peripheral nodes are not self-sufficient systems but perform a function 
subservient to a higher-level distant computer, we speak of intelligent terminals, intelligent 
terminal cluster controllers, or intelligent concentrators. These terms imply a vertical 
distribution of function in which all or most transactions have to be transmitted, possibly in a 
modified form, to a higher-level computer system, or possibly to a network of higher-level 
computer systems. 

The centralized teleprocessing system of 1970 employed simple terminals and carried out 
almost all of its functions in the central computer. At first system control and housekeeping 
functions were moved out, then functions such as data collection, editing, and dialogue with 
terminal operators, and finally many of the application programs themselves. Figure 4 shows 
places where intelligence could reside in a vertical function distribution system: 

1. In the host computer, B 

2. In a line control unit or "front-end" network control computer, C 

Many function are necessary to control a terminal network .If the host computer 
performs all the operations itself ,it will be constantly interrupting its main processing, and 
many machine cycles will be needed for line control. Some of the line control functions 
may be performed by a separate line control unit. In some systems, all of them are 
performed by a separate and specialized computer. The proportion of functions which are 
performed by a line control unit, which by the host computer hard- ware and which by its 
software, varies widely from system to system. Some application functions could be 
performed by the subsystem computer-for example, accuracy checking and message 
logging. 
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A major advantage of using a front-end network-control computer is that when the 
host computer has a software crash or brief failure, the network can remain functionally 
operational. Restart and recovery of the network without errors or lost transactions is a 
tedious and often time-consuming operation, and if it happens often it can be very 
frustrating to the end users. 

3. In the mid-network nodes, D and E 

The mid-network nodes or concentrators may take a variety of different forms. 
They may be relatively simple machines with unchangeable logic. They may have wired 
in logic, part or all of which can be changed by an engineer. They may be micro 
programmed. Or they may be stored-program computers, sometimes designed solely for 
concentration or switching, but sometimes also capable of other operations and equipped 
with files, high-speed printers, and other input-output equipment. 

D l M!d'vA('tW{)fk r!Odtl!I IQf CO"-CQf1tr-~t4'::,1, 
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4. In the terminal control unit, F 

Terminal control units also differ widely in their complexity, ranging from simple 
hardwired devices to stored-program computers with much software. Increasingly they are 
computers with storage units and there is a trend towards greater power and larger storage. 
They may control one terminal or many. They may be programmed to interact with the 
terminal operator to provide a psychologically effective dialogue in which only an essential 
kernel is transmitted to or from the host computer. They may generate diagrams on a graphics 
terminal or interact with the operator's use of a light pen. They are often the main component 
in carrying out the assortment of distributed functions which this chapter will list. 
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5. In the terminal, G 

"Intelligent terminals" are becoming more intelligent. Their processing functions range 
from single operations such as accumulating totals in a system which handles financial 
transactions, to dialogues with operators involving much programming. Some intelligent 
terminals do substantial editing of input and output data. Some terminals perform important 
security functions. 

Where several terminals share a control unit, F, such functions are probably better 
performed in the control unit, leaving the terminal s simple inexpensive mechanism in which 
the main design concern may be tailoring the keyboard and other operator mechanisms to the 
applications in question. 

6. In a "back-end" file or data base management processor, A 

File or data base operations may be handled by a "back-end" processor. This can carry out 
the specialized functions of data base management or file searching operations. It can prevent 
interference between separate transactions updating the same data. It can be designed to give a 
high level of data security protection. "Back-end" processors, where they exist today, are 
normally cable-connected to their local host computer. They could, especially when high 
bandwidth networks or communications satellite facilities are available, be remote from the 
host computers which use them. 

CHOICE OF FUNCTION LOCATION 

The designer, faced with different locations in which he could place functions, may choose 
his configuration with objectives such as the following: 

1. Minimum total system cost. There is often a trade-off between distributed function cost 
and telecommunications cost. 

2. High reliability. The value attached to system availability will vary from one system to an 
other. The systems analyst must evaluate how much extra money is worth spending on 
duplexing, 
alternate routing and distributed processing to achieve high availability. On some systems 
reliability is vital. A supermarket must be able to keep its cash registers going when a 
communication line or distant host computer fails. 

3. Security . In some systems function distribution is vital for system security (as we discuss 
later). 

4. Psychologically effective dialogue with terminal users. Function distribution is used to 
make the dialogue fast, effective and error-free. 

5. Complexity. Excessive complexity should be avoided. The problems multiply roughly as 
the square of the complexity. 

6. Software cost. Some types of function distribution occurring throughout a network incur a 
high programming expenditure. The use of stored- program peripheral machines may inflate 
cost. 
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7. Flexibility and expandability. It is necessary to choose hardware and software 
techniques that can easily be changed and expanded later especially because 
telecommunications and net-working technology are changing so fast. Some approaches 
make this step difficult. 

REASONS FOR FUNCTION 

Lists the main reasons for function distribution. They fall into three categories: 

!.Reasons associated with the host 

Many machine instructions are needed to handle all of the telecommunications functions. 
The load on a central machine could be too great if it had to handle all of these functions. A 
single computer operates in a largely serial fashion executing one instruction at a time. It 
seems generally desirable to introduce parallelism into computing so that the circuits execute 
many operations simultaneously. This is the case when machine functions are distributed to 
many small machines. 

2. Reasons associated with the network 

There are many possible mechanisms which can be used to make the network function 
efficiently. We will discuss them later in the book, These mechanisms are, used to lower the 
overall cost of transmission and increase its reliability. The network configuration is likely to 
change substantially on most systems, both because of application development and 
increasing traffic, and because of changes in networking technology which are now coming a 
fast and furious rate. Function-distribution may be used to isolate the changing network from 
parts of the system so that the other parts do not have to be modified as the network changes. 
The term network transparency is used to imply that changes which occur in the network be 
not evident to and not affect the users. 

REASONS FOR FUNCTION DISTRIBUTION 

1. Psychologically Effective Dialogues 

• Local interaction. Much of the dialogue interaction takes place locally rather than 
being transmitted, and hence can be designed without concern for transmission 
constraints. 

• Local panel storage. Panels or graphics displayed as part of the dialogue can be 
stored locally. 

• Speed 
Local responses are fast. Time delays which are so frustrating in many terminal 

dialogues can be largely avoided. The delays that do occur when host response is needed 
can be absorbed into the dialogue structures. 

2. Reduction of Telecommunications Costs 
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