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ABSTRACT

By increasing complexityof processes, it has becomevery difficult to control them on the

base of traditional methods. In such condition it is necessary to use modem methods for

solving these problems. One of such method is global optimization algorithm based on

mechanics of natural selection and natural genetics,which is called Genetic Algorithms. In

this project the application problems of genetic algorithms for optimization problems, its

specific characters and structures are given. The basic genetic operation: Selections,

reproduction, crossover and mutation operations are widely described the a:ffectivityof

genetic algorithms for optimization problem solving is shown. After the representation of

optimizations problem, structural optimization and the. finding of optimal solution of

quadratic equation are given.
The practical application for selection, reproduction,crossover, and mutation operation are

shown. The functional implementation of GA based optimization· in MATLAB

programming language is considered. Also the multi-modal optimization problem, some

methods for global optimization and-the application of Niching method for multi-modal.

optimization are discussed.
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INTRODUCTION OF GENETIC ALGORITHM

The GENETIC ALGORITHM is a model of machine learning which derives its

behavior from a metaphor of the processes of EVOLUTION in nature. This is done by

the creation within a machine of a POPULATION of Individuals represented by

Chromosomes, in essence a set of character strings that are analogous to the base-4

chromosomes that we see in our own DNA. The individuals in the population then go

through a process of evolution.
We should note that EVOLUTION (in nature or anywhere else) is not a purposive or

directed process. That' is, there is no evidence to support the assertion that the

goal of evolution is to produce Mankind. Indeed, the processes ofnature seem to boil

down to different Individuals competing for resources in the ENVIRONMENT.

Some are better than others. Those that are better are more likely to survive and

propagate their genetic material.
In nature, we see that the encoding for our genetic information (GENOME) is done in a

way that-admits asexual REPRODUCTION (such as by budding) typically results in

OFFSPRING that are genetically identical to the PARENT. Sexual REPRODUCTION

allows the creation of genetically radically different offspring that are still of the same

general flavor (SPECIES).
At the molecular level what occurs (wild oversimplification alert!) is that pair of

Chromosomes bumps into one another, exchange chunks of genetic information and

drift apart. This is the RECOMBINATION operation, which GA/GPers generally refer

to as CROSSOVER because of the way that genetic material crosses over from one
~

chromosome to another.
The CROSSOVER operation happens in an ENVIRONMENT where the SELECTION••
of who gets to mate is a function of the FITNESS of the INDIVIDUAL, i.e. How good

the individual is at competing in its environment.

Some GENETIC Algorithms use a simple function of the fitness measure to select

individuals (probabilistically) to undergo genetic operations such as crossover or

asexual REPRODUCTION (the propagation of genetic material unaltered). This is

fitness-proportionate selection. Other implementations use a model in which certain

randomly selected individuals in a subgroup compete and the fittest is selected. This is

called tournament selection and is the form of selection we see in nature when stags rut

VI 



to vie for the privilege of mating with a herd of hinds. The two processes that most

contribute to EVOLUTION are crossover and fitness based selection/reproduction.

As it turns out, there are mathematical proofs that indicate that the process of FITNESS

proportionate REPRODUCTION is, in fact, near optimal in some senses.

MUTATION also plays a role in this process, although how important its role is

continues to bad a matter of debate (some refer to it as a background operator, while

others view it as playing the dominant role in the evolutionary process). It cannot be

stressed too strongly that the GENETIC ALGORITHM (as a SIMULATION of a

genetic process) is not a random search for a solution to a problem (highly fit

INDIVIDUAL).
The genetic algorithm uses stochastic processes, but the result is distinctly non-random

(better than random).

GENETIC Algorithms are used for a number of different application areas. An example

of this would be multidimensional OPTIMIZATION problems in which the character

string of the CHROMOSOME can be used to encode the values for the different

parameters being optimized.

In practice, therefore, we can implement this genetic model of computation by having

arrays of bits or characters to represent the Chromosomes. Simple bit manipulation

operations allow · the-implementation of CROSSOVER, MUTATION and other

operations. Although a substantial amount of research has been performed on

variable- length strings and other structures, the majority of work with GENETIC

Algorithms is focused on fixed-length character strings. We should focus on both this

aspect of fixed-length ness and the need to encode the representation of the solution
t<

being sought as a character string, since these are crucial aspects that distinguish
•

GENETIC PROGRAMMING, which does not have a fixed length representation and•
there is typically no encoding of the problem.
When the GENETIC ALGORITHM is implemented it is usually done in a manner that

involves the following cycle: Evaluate the FITNESS of all of the Individuals in the

POPULATION. Create a new population by performing operations such ·· as

CROSSOVER, fitness-proportionate REPRODUCTION and MUTATION on the

individuals whose fitness has just been measured. Discard the old population and iterate

using the new population.
One iteration of this loop is referred to as a GENERATION. There is no theoretical

reason for this as an implementation model. Indeed, we do not see this punctuated
(
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behavior in Populations in nature as a whole, but it is a convenient implementation

model.

The first GENERATION (generation O) of this process operates on a POPULATION of

randomly generated Individuals. From there on, the genetic operations, in concert with

the FITNESS measure, operate to improve the population.

vıu



CHAPTER 1. WHAT ARE GENETIC ALGORITHMS (GAS)?

1.1. Evolution in a Changing World
Looking at the world around us, we see a staggering diversity oflife. Millions of

species, each with its own unique behaviors patterns and characteristics, abound. Yet,

all of these plants and creatures have evolved, and continue evolving, over millions of

years. They have adapted themselves to a constantly shifting and changing environment

in order to survive. Those weaker members of a species tend to die away, leaving the

stronger and fitter to mate, create offspring and ensure the continuing survival of the

species. Their lives are dictated by the laws of natural selection and Darwinian

evolution. And it is upon these ideas that genetic algorithms are based.

1.2. Defining Genetic Algorithms
What exactly do we mean by the term Genetic Algorithms? Goldberg (1989)

defines it as:
Genetic algorithms are search algorithms based on the mechanics of natural

selection and natural genetics.

Bauer (199~) gives a similar definition in his book:
Genetic algorithms are software, procedures modeled after genetics and

evolution.
GAs exploits the idea of the survival of the fittest and an interbreeding population to

create a novel and innovative search strategy. A population of strings, representing

solutions to a specified problem, is maintained by the GA. The GA then iteratively

creates new populations from the old by ranking the strings and _interbreedingthe fittest

to create new strings, which are (hopefully) .closer to the optimum solution to the

problem at hand. So in each generation, the GA creates a set of strings from the bits and

pieces of the previous strings, occasionally adding random new data to keep the

population from stagnating. The end result is a search strategy that is tailored for vast, ·

complex, multimodal search spaces.
GAs is a form of randomized search, in that the way in which strings are chosen and

combined is a stochastic process. This is a radically different approach to the problem

solving methods used by more traditional algorithms, which tend to be more

1



deterministic in nature, such as the gradient methods used to find minima in graph
theory.

The idea of survival of the fittest is of great importance to genetic algorithms. GAs use

what is termed as a fitness function in order to select the fittest string that will be used

to create new, and conceivably better, populations of strings. The fitness function takes

a string and assigns a relative fitness value to the string. The method by which it does

this and the nature of the fitness value does not matter. The only thing that the fitness

function must do is to rank the strings in some way by producing the fitness value.

These values are then used to select the fittest strings. The concept of a fitness function

is, in fact, a particular instance of a more general AI concept, the objective function.

1.3. Genetic Algorithms: A Natural Perspective

The population can be simply viewed as a collection of interacting creatures. As

each generation ofcreatures comes and goes, the weaker ones tend to die away without

producing children, while the stronger mate, combining attributes of both parents, to

produce new, and perhaps unique children to continue the cycle. Occasionally, a

mutation creeps into one of the creatures, diversifying the population even more.

Remember that in nature, a diverse population within a species tends to allow the

species to adapt to it's environment with more ease. The same holds true for genetic
algorithms.

•
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. The Iteration Loop of a Basic Genetic Algorithm

Raıdomly creaed
Initial Populciion

Selection
(wtıo le population)

Pc 1-Pc

Recom bina.tio n

No

End

The following flowchart shows the interactive cycle of a basic genetic

algorithm. Firstly, an initial population.of strings is created. The process then iteratively

selects individuals from the population that undergo some form of transformation (via

the recombination step) to create new a population. The new population is then tested to
. ~

see if it fulfills some stopping criteria. If it does, then the process halts, otherwise

another iteration is performed. (Diagram taken from Blickle, 1995).

1.5. Biological Metaphors for GAs

1.5.1. Genetics
Within most cells in the human body (and in most other living organisms) are

rods like structures called chromosomes. These0chromosomes_dictate various hereditary

aspects of the individual. Within the chromosomes are individual genes. A gene

encodes a specific feature ofthe individual. For example, a person's eye color is dictated

by a specific gene. The actual value ofthe gene is called an allele. So the eye color gene

may produce brown eyes.
This is a grossly oversimplified look at genetics, but will suffice to show its correlation

with genetic algorithms. A hierarchical picture is· built up, with alleles being encoded as

genes, with sequences of genes being chained together in chromosomes, which makes

up the DNA of an individual.

3
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/hen two individuals mate, both parents pass their chromosomes onto their offspring.

In humans, who have 46 paired chromosomes in total, both parents pass on 23

:bromosomes each to their child. Each chromosome passed to the child is an

amalgamation of two chromosomes from a parent. The two chromosomes come

together and swap genetic material, and only one of the new chromosome strands is

passed to the child. So the chromosome strands undergo a crossover ofgenetic material,

which leads to a unique new individual.
As if this were not enough, genetic material can undergo mutations, resulting from

imperfect crossovers or other external stimuli. Although mutation is rare, it does lead to

an even greater diversification in the population. It must be noted however that a

significant number of mutations are harmful and can destroy good genetic code, so the

rate of mutation must be low in order to prevent severe degradation of the genetic code.

1.5.2. Genetic Algorithms _
Genetic algorithms are modeled closely on the ideas presented above. GAs

maintains string structures that are analogous to chromosomes. The gene idea maps to

the elements within the string and the values stored in these string elements are

analogous to alleles.
The strings are rated by a fitness function. Strings are then selected for mating based on

their ratings. When the strings are mated, crossover may occur, with a new child string

being formed from parts of both parent strings. Mutation may also occur within the

child string, based on a low mutation probability. Thus a new population is formed as a

new generation of strings are created. The process then repeats itself, and a dynamically
"evolving population of strings runs through a number of iterations.

1.6. Traditional Optimization Methods vs. GAs

1.6.1. GAs and Robustness.
Two of the most remarkable traits of biological systems in general are their

robustness and flexibility. Biological systems have methods for self-guidance, self­

repair and reproduction. Very few artificial systems have any of these features.

Do GAs demonstrate at least some of these desirable traits from nature? Intuitively, we

may think so as genetic algorithms are modeled closely on evolution in the biological

world. And we would be right. Genetic algorithms have been proven to be robust,
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flexible and efficient in vast complex spaces. For a discussion of this see (Holland,

1975).

1.6.2. Genetic Algorithm Traits
So genetic algorithms provide robustness, efficiency and flexibility when

searching a problem space for the optimum solution. But why is this? For a more

technical look at the power of GAs, a discussion on building blocks and schemata is

required. For the moment, we shall just give a very brief look at the GAs search

strategy.
GAs judiciously uses the idea of randomness when performing a search. However, it

must be clearly understood that GAs are not simply random search algorithms, which

will be dealt with later. Random search algorithms can be inherently inefficient due to

the directionless nature of their search. GAs is not directionless. They utilize knowledge

from previous generations of strings in order to construct a new generation that ~11

approach the optimal solution. In other words, they use past knowledge to direct the

search. Such search algorithms are known as randomized search techniques, and are

discussed further below.

1.6.3. Other Search Techniques
We will now look at· some of the other, more traditional, optimization

techniques, and show both their strengths and shortcomings when compared with GAs.

1.6.4. Some Sample Problem Spaces
In order to understand the problems of optimization, it is helpful to visualize

exactly what the problem spaces may look like. Pictures of some difficult problem

spaces can be viewed here. 1.6.5 Hill Climbing

5



Hill climbing optimization techniques have their roots in the classical mathematics

developed in the 18th and 19th centuries. In essence, this class of search methods finds

an optimum by following the local gradient of the function (they are sometimes known

as gradient methods). They are deterministic in their searches. They generate successive

results based solely on the previous results.

There are several drawbacks to hill climbing methods. Firstly, they assume that the

problem space being searched is continuous in nature. In other words, derivatives of the

function representing the problem space exist, This is not true of many real world

problems where the problem space is noisy and discontinuous.

Another major disadvantage of using hill climbing is that hill climbing algorithms only

find the local optimum in the neighborhood of the current point. They have no way of

looking at the global picture in general. However, parallel methods of hill-climbing can

be used to search multiple points in the problem space. This still suffers from the

problem that there is no guarantee of finding the optimum value, especially in very

noisy spaces with a multitude oflocal peaks or troughs.

6



1.6.6. Enumerative
The basis for enumerative techniques is simplicity itself To find the optimum

rahıe in a problem space (which is finite), look at the function values at every point in

e space. The problem here is obvious. This is horribly inefficient. For very large

1)rnb\em 'ı,;paces, fue CGID.~\l\a\1Gn.a\ \as\'._\':', m_~':',\.'1~, l)~'-n.al)':', \.n.\"ac.\au\.':! ':',Ç).

1.6.7. Random Search Algorithms
Random searches simply perform random walks of the problem space, recording the

best optimum values discovered so far. Efficiency is a problem here as well. For large

problem spaces, they should perform no better than enumerative searches. They do not

use any knowledge gained from previous results and thus are both dumb and blind.

1.6.8. Randomized Search Techniques
A randomized search algorithm uses random choice to guide themselves through

the problem search space. But these are not just simply random walks. These techniques

are not directionless like the random search algorithms. They use the knowledge gained

from previous results in the search and combine them with some randomizing features.

The result is a powerful search technique. that can handle noisy, multimodal search

spaces with some relative efficiency. The two most popular forms ofrandomized search

algorithms are simulated annealing and genetic algorithms.

1.6.9. The Differences between Genetic Algorithms and Traditional

Methods
The following list is a very quick look at the essential differences between GAs and" .

other forms of optimization. For a more complete discussion, see (Goldberg, 1989).

· 1. Genetic algorithms a coded form of the function values (parameter set), rather

than with the actual values them. So, for example, if we want to find the

minimum of the function f(x) =x3+x2+5, the GA would not deal directly with x

or y values, but with strings that encode these values. For this case, strings

representing the binary x values should be used.
2.. Genetic algorithms use a set, or population, of points to conduct a search, not

just a single point on the problem space. This gives GAs the power to search

noisy spaces littered with local optimum points. Instead of relying on a single
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