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ABSTRACT 

Ever since conventional serial computers were invented, their speed bas steadily increased 

to match the needs of emerging applications. However, the fundamental physical limitation 

imposed by the speed of light makes it impossible to achieve further improvements in the speed 

of such computers indefinitely. Recent trends show that the performance of these computers is 

beginning to saturate. A natural way to circumvent this saturation is to use an ensemble of 

processors to solve problems. 

The transition point has become sharper with the passage of time, primarily as a result of 

advances in very large scale integration (VLSI) technology. It is now possible to construct very 

fast, low-cost processors. This increases the demand for and production of these processors, 

resulting in lower prices. 
Currently, the speed of off-the-shelf microprocessors is within one order of magnitude of 

the speed of the fastest serial computers. However, microprocessors cost many orders of 

magnitude less. This implies that, by connecting only a few microprocessors together to form a 

parallel computer, it is possible to obtain raw computing power comparable to that of the fastest 

serial computers. Typically, the cost of such a parallel computer is considerably less. 

Furthermore, connecting a large number of processors into a parallel computer overcomes the 

saturation point of the computation rates achievable by serial computers. Thus, parallel 

computers can provide much higher raw computation rates than the fastest serial computers as 

long as this power can be translated into high computation rates for actual applications. 
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INTRODUCTION 

The technological driving force behind parallel computing is VLSI, or very large scale 

integration-the same technology that created the personal computer and workstation market over 

the last decade. In 1980, the Intel 8086 used 50,000 transistors; in 1992, the latest Digital alpha 

RISC chip contains 1,680,000 transistors-a factor of 30 increase. The dramatic improvement in 

chip density comes together with an increase in clock speed and improved design so that the 

alpha performs better by a factor of over one thousand on scientific problems than the 8086-8087 

chip pair of the early 1980s. 

High-performance computers are increasingly in demand in the areas of structural 

analysis, weather forecasting, petroleum exploration, medical diagnosis, aerodynamics 

simulation, artificial intelligence, expert systems, genetic engineering, signal and image 

processing, among many other scientific and engineering applications. Without superpower 

computers, many of these challenges to advance human civilization cannot be made within a 

reasonable time period. Achieving high performance depends not only on using faster and more 

reliable hardware devices but also on major improvements in computer architecture and 

processing techniques. 

There are a number of different' ways to characterize the performance of both parallel 

computers and parallel algorithms. Usually, the peak performance of a machine is expressed in 

units of millions of instructions executed per second (MIPS) or millions of floating point 

operations executed per second (MFLOPS). However, in practice, the realizable performance is 

clearly a function of the match between the algorithms and the architecture. 



CHAPTER! 

1 What is Parallel Computing? 

Consider the problem of stacking (reshelving) a set of library books A single worker 

trying to stack all the books in their proper places cannot accomplish the task faster than a certain 

rate. We can speed up this process, however, by employing more than one worker. Assume that 

the books are organized into shelves and that the shelves are grouped into bays. One simple way 

to assign the task to the workers is to divide the books equally among them. Each worker stacks 

the books one at a time. This division of work may not be the most efficient way to accomplish 

the task, since the workers must walk all over the library to stack books. An alternate way to 

divide the work is to assign a fixed and disjoint set of bays to each worker. As before, each 

worker is assigned an equal number of books arbitrarily. If a worker finds a hook that belongs to 

a bay assigned to him or her, he or she places that book in its assigned spot. Otherwise, he or she 

passes it on to the responsible for the hay it belongs to. The second approach requires Jess effort 
from individual workers. 

The preceding example shows how a task can he accomplished foster hy dividing it into a 

set of subtasks assigned to multiple workers. Workers cooperate, pass the books to each other 

when necessary, and accomplish the task in unison. Parallel processing works on precisely the 

same principles. Dividing a task among workers by assigning them a set of books is an instance 

of task partitioning. Passing books to each other is an example of communication between 

subtasks. 

Problems are parallelizable to different degrees. For some problems, assigning partitions 

to other processors might be more time-consuming than performing the processing localJy. Other 

problems may be completely serial. For example, consider the task of digging a post hole. 

Although one person can dig a hole in a certain amount of time, employing more people does not 

reduce this time. Because it is impossible to partition this task, it is poorly suited to parallel 

processing. Therefore, a problem may have different parallel fornmlations, which result in 

ing benefits, and all problems are not equally amenable to parallel processing. 



2 The Scope of Parallel Computing 

Parallel processing is making a tremendous impact on many areas of computer 

application. With the high raw computing power of parallel computers, it is now possible to 

address many applications that were until recently beyond the capability of conventional 

computing techniques. 

Many applications, such as weather prediction, biosphere modeling, and pollution 

monitoring, are modeled by imposing a grid over the domain being modeled. The entities within 

grid elements are simulated with respect to the influence of other entities and their surroundings. 

In many cases, this requires solutions to large systems of differential equations. The granularity 

of the grid determines the accuracy of the model. Since many such systems are evolving with 

time, time forms an additional dimension for these computations. Even for n small number of grid 

points, a three-dimensional coordinate system, and a reasonable discredited time step, this 

modeling process can involve trillions of operations Thus even rnoderate-sized instances of 

these problems take an unacceptably long time to solve on serial computers 

Parallel processing makes it possible to predict the weather not only foster but also more 

accurately. If we have a parallel computer with a thousand workstation-class processors, we can 

partition the 1011 segments of the domain among these processors Each processor computes the 

parameters for I 08 segments. Processors communicate the value of the parameters in their 

segments to other processors. Assuming that the computing power of this computer is 100 million 

instructions per second, and this power is efficiently utilized, the problem can be solved in less 

than 3 hours. The impact of this reduction in processing time is two-fold. First, parallel 

computers make it possible to solve a previously unsolvable problem. Second, with the 

availability of even larger parallel computers, it is possible to model weather using finer grids. 

Thia enables more accurate weather prediction. 
The acquisition and processing of large amounts of data from sources such as satellites and oil 

Us form another class of computationally expensive problems. Conventional satellites collect 

ions of bits per second of data relating to parameters such as pollution levels, the thickness of 

ozone layer, and weather phenomena. Other applications of satellites that require processing 

large amounts of data include remote sensing and telemetry. The computational rates required 

handling this data effectively are well beyond the range of conventional serial computers. 
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Discrete optimization problems include such computationally intensive problems as planning, 

scheduling, VLSI design, logistics, and control. Discrete optimization problems can be solved by 

using state-space search techniques. For many of these problems, the size of the state-space 

increases exponentially with the number of variables. Problems that evaluate trillions of states are 

fairly commonplace in most such applications. Since processing each state requires a nontrivial 

amount of computation, finding solutions to large instances of these problems is beyond the 

scope of conventional sequential computing. Indeed, many practical problems are solved Hsing 
approximate algorithms that provide suboptimal solutions. 

Oilier applications that can benefit significantly from parallel computing are semi-conductor 

material modeling, ocean modeling, computer tomography, quantum chrornodynarnics, vehicle 

design and dynamics, analysis of protein structures, study of chemical phenomena, imaging, 

ozone layer monitoring, petroleum exploration, natural language understanding, speech 

recognition, neural network: learning, machine vision, database query processing, and automated 

discovery of concepts and patterns from large databases. Many of the applications mentioned are 

considered grand challenge problems. A grand challenge is a fundamental problem in science or 

engineering that has a broad economic and scientific impact, and whose solution could be 

advanced by applying high perfonnance computing techniques and resources. 

3 Issues in Parallel Computing 

To use parallel computing effectively, we need to examine the following issues: 

3.1 Design of Parallel Computers 

It is important to design parallel computers that can scale up to a large number of 

processors and are capable of supporting fast communication and data sharing among processors. 

This is one aspect of parallel computing that has seen the most advances and is the most mature. 

,.l Design of Efficient Algorithms 

A parallel computer is of little use unless efficient parallel algorithms are available. The 

s in designing parallel algorithms are very different from those in designing their sequential 
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counterparts. A significant amount of won: is being done to develop efficient parallel algorithms 
for a variety of parallel architecmrea 

3.3 Methods for Evaluating Parallel Algorithms 

Given a parallel computer and a parallel algorithm running on it, we need to evaluate the 

performance of the resulting system. Performance analysis allows us to answer questions such as 

How fast can a problem be solved using parallel processing? and How efficiently are the 
processors used? 

3.4 Parallel Computer Languages 

Parallel algorithms are implemented on parallel computers using a programming 

language. This language must be flexible enough to allow efficient implementation and must be 

easy to program in. New languages and programming paradigms are being developed that try to 
achieve these goals. 

3.5 Parallel Programming Tools 

To facilitate the programming of parallel computers, it is important to develop 

comprehensive programming environments and tools. These must serve the dual purpose of 

shielding users from low-level machine characteristics and providing them with design and 
development tools such as debuggers and simulators, 

3.6 Portable Parallel Programs 

Portability is one of the main problems with current parallel computers. Typically, a 

program written for one parallel computer requires extensive modification to make it run on 

another parallel computer. This is an important issue that is receiving considerable attention. 

3.7 Automatic Programming of Parallel Computers 

Much won: is being done on the design of parallelizing compilers, which extract implicit 

elism from programs that have not been parallelized explicitly. Such compilers are expected 
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to allow us to program a parallel computer like a serial computer. We speculate that this approach 

has limited potential for exploiting the power of large-scale parallel computers. 

5 



CHAPJ'ER2 

1 Parallelism and Computing 

A parallel computer is a set of processors that are able to work cooperatively to solve a 
computational problem. This definition is broad enough to include parallel supercomputers that 

have hundreds or thousands of processors, networks of workstations, multiple-processor 
workstations, and embedded systems. Parallel computers are interesting because they offer the 

potential to concentrate computational resources-whether processors, memory, or J/0 bandwidth­ 
on important computational problems. 

Parallelism has sometimes been viewed as a rare and exotic sub area of computing, 

interesting but of little relevance to the average programmer. A study of trends in applications, 

computer architecture, and networking shows that this view is no longer tenable. Parallelism is 

becoming ubiquitous, and parallel programming is becoming central to the programming 
enterprise. 

2 The National Vision for 

Parallel Computation 

The technological driving force behind parallel computing is VLSI, or very large scale 

integration-the same technology that created the personal computer and workstation market over 

last decade. In 1980, the Intel 8086 used 50,000 transistors; in 1992, the latest Digital alpha 

C chip contains 1,680,000 transistors-a factor of 30 increase. The dramatic improvement in 
ip density comes together with an increase in clock speed and improved design so that the 

performs better by a factor of over one thousand on scientific problems than the 8086-8087 

The increasing density of transistors on a chip follows directly from a decreasing feature 

which is now for the alpha. Feature size will continue to decrease and by the year 2000, 

with 50 million transistors are expected to be available. What can we do with all these 
-.ilrtnrs? 
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With around a million transistors on a chip, designers were able to move full mainframe 

functionality to about of a chip. This enabled the personal computing and workstation 

, revolutions. The next factors of ten increase in transistor density must go into some form of 

parallelism by replicating several CPUs on a single chip. 

By the year 2000, parallelism is thus inevitable to all computers, from your children's 

video game to personal computers. workstations, and supercomputers. Today we see it in the 

larger machines as we replicate many chips and printed circuit hoards to build systems as arrays 

of nodes, each unit of which is some variant of the microprocessor. An nCUBE parallel 

supercomputer with 64 identical nodes on each board-each node is a single-chip CPU with 

additional memory chips. To be useful, these nodes must be linked in some way and this is still a 

matter of much research and experimentation. Further, we can argue as to the most appropriate 

node to replicate; is it a "small" node as in the nCUBE, or more powerful "fat" nodes such as 

those offered in CM-5 and Intel Touchstone, where each node is a sophisticated multichip printed 

circuit board. However, these details should not obscure the basic point: Parallelism allows one to 

build the world's fastest and most cost-effective supercomputers. 

Parallelism may only be critical today for supercomputer vendors and users. By the year 

2000, all computers will have to address the hardware, algorithmic, and software issues implied 

by parallelism. The reward will be amazing performance and the opening up of new fields; the 

pice will be a major rethinking and reimplementation of software, algorithms, and applications. 

· vision and its consequent issues are now well understood and generally agreed. They 

vided the motivation in 1981 when CP's first roots were formed, In those days, the vision was 

mllrTel1 and controversial. Many believed that parallel computing would not work. 

President Bush instituted, in 1992, the five-year federal High Performance Computing and 

Dllmnunications (HPCC) Program. The activities of several federal agencies have been 

.-ntioated in this program. The Advanced Research Projects Agency (ARPA) is developing the 

technologies which is applied to the grand challenges by the Department of Energy (DOE), 

ional Aeronautics and Space Agency (NASA), the National Science Foundation (NSF), 

ional Institute of Health (NIH), the Environmental Protection Agency (EPA), and the 

Oceanographic and Atmospheric Agency (NOAA). Selected activities include the 

of the human genome in DOE, climate modeling in DOE and NOAA, coupled structural 

,w simulations of advanced powered lift and a high-speed civil transport by NASA. 
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More generally, it is clear that parallel computing can only realize its full potential and be 

commercially successful if it is accepted in the real world of industry and government 

applications. The clear U.S. leadership over Europe and Japan in high-performance computing 

offers the rest of the U.S. industry the opportunity of gaining global competitive advantage. 

We note some interesting possibilities which include: use in the oil industry for both seismic 

analysis of new oil fields and the reservoir simulation of existing fields; environmental modeling 

of past and potential pollution in air and ground; fluid flow simulations of aircraft, and general 

vehicles, engines, air-conditioners. and other turbornachinery; integration of structural analysis 

with the computational fluid dynamics of airflow, car crash simulation; integrated design and 

manufacturing systems; design of new drugs for the pharmaceutical industry by modeling new 

compounds; simulation of electromagnetic and network properties of electronic systems-from 

new components to full printed circuit boards; identification of new materials with interesting 

properties such as superconductivity; simulation of electrical and gas distribution systems to 

optimize production and response to failures; production of animated films and educational and 

entertainment uses such as simulation of virtual worlds in theme parks and other virtual reality 

applications; support of geographic information systems including real-time analysis of data from 

satellite sensors in NASA's "Mission to Planet Earth." 

A relatively unexplored area is known as "command and control" in the military area and 

"decision support' or "information processing" in the civilian applications. These combine large 
' databases with extensive computation. In the military, the database could be sensor information 

and the processing a multitrack Kalman filter. Commercially, the database could be the nation's 

medicaid records and the processing would aim at cost containment by identifying anomalies mid 
inconsistencies. 

Servers in multimedia networks set up by cable and telecommunication companies. These 
servers will provide video, information, and simulation on demand to home, education, and 

industrial users. CP did not address such large-scale problems. Rather, we concentrated on major 

academic applications. This fit the experience of the Caltech faculty who led most of the CP 

teams, and further academic applications are smaller and cleaner than large-scale industrial 

problems. One important large-scale CP application was a military simulation and produced by 

Caltech's Jet Propulsion Laboratory. CP chose the correct and only computations on which to cut 

its parallel computing teeth. In spite of the focus on different applications, there are many 

8 



similarities between the vision and structure of CP and today's national effort. It may even he that 

today's grand challenge teams can learn from CP's experience. 

3 Trends in Applications 

As computers become ever faster, it can be tempting to suppose that they will eventually 

become "fast enough" and that appetite for increased computing power will be sated. However, 

history suggests that as a particular technology satisfies known applications, new applications 

will arise that are enabled by that technology and that will demand the development of new 

technology. As an amusing illustration of this phenomenon, a report prepared for the British 

government in the late 1940s concluded that Great Britain's computational requirements could be 

met by two or perhaps three computers. In those days, computers were used primarily for 

computing ballistics tables. The authors of the report did not consider other applications in 

science and engineering, let alone the commercial applications that would soon come to dominate 

computing. Similarly, the initial prospectus for Cray Research predicted a market for ten 

supercomputers; many hundreds have since been sold. 

Traditionally, developments at the high end of computing have been motivated by 

numerical simulations of complex systems such as weather, climate, mechanical devices, 

electronic circuits, manufacturing processes, and chemical reactions. However, the most 

significant forces driving the development of faster computers today are emerging commercial 

applications that require a computer to be able to process large amounts of da111 in sophisticated 

ways. These applications include video conferencing, collaborative work environments, 

computer-aided diagnosis in medicine, parallel databases used for decision support, and advanced 

graphics and virtual reality, particularly in the entertainment industry. For example, the 

integration of parallel computation, high-performance networking, and multimedia technologies 

· leading to the development of video servers, computers designed to serve hundreds or 

thousands of simultaneous requests for real-time video. Each video stream can involve both data 

sfer rates of many megabytes per second and large amounts of processing for encoding and 

decoding. In graphics, three-dimensional data sets are now approaching volume elements (1024 

a side). At 200 operations per element, a display updated 30 times per second requires a 

put.er capable of 6.4 operations per second. 
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Although commercial applications may define the architecture of most future parallel 

computers, traditional scientific applications will remain important users of parallel computing 

technology. Indeed, as nonlinear effects place limits on the insights ottered by purely theoretical 

investigations and as experimentation becomes more costly or impractical, computational studies 

of complex systems are becoming ever more important. Computational costs typically increase as 

the fourth power or more of the •• resolution" that determines accuracy, so these studies have a 

seemingly insatiable demand for more computer power. They are also often characterized by 

large memory and inputJoutput requirements. For example, a ten-year simulation of the earth's 

climate using a state-of-the-art model may involve floating-point operations, ten days at an 

execution speed of floating-point operations per second (10 gigaflops). This same simulation can 

easily generate a hundred gigabytes ( bytes) or more of data. Yet scientists can easily imagine 

refinements to these models that would increase these computational requirements 10,000 times. 

In summary, the need for faster computers is driven by the demands of both data­ 

intensive applications in commerce and computation-intensive applications in science and 

engineering. Increasingly, the requirements of these fields am merging, as scientific and 

engineering applications become more data intensive and commercial applications perform more 

sophisticated computations. 

4 Trends in Computer Design 

Tue performance of the fastest computers has grown exponentially from 1945 to the 

present, averaging a factor of 10 every five years. While the first computers performed a few tens 

of floating-point operations per second, the parallel computers of the mid-1990s achieve tens of 

billions of operations per second. Similar trends can be observed in the low-end computers of 

different eras: the calculators, personal computers, and workstations. There is little to suggest that 

this growth will not continue. However, the computer architectures used to sustain this growth 

are changing radically from sequential to parallel. 
Tue performance of a computer depends directly on the time required to perform a basic 

operation and the number of these basic operations that can be performed concurrently. Toe time 

to perform a basic operation is ultimately limited by the '' clock cycle' of the processor, that is, 

the time required to perform the most primitive operation. However, clock cycle times are 
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