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ABSTRACT 

ln recent years considerable progress has been made in the area of face recognition. 

Through the development of techniques like Eigenfaces and Local feature Analysis computers 

can now outperform humans in many face recognition tasks, particularly those in which large 

databases of faces must be searched. Given a digital image of a person's face, face 

recognition software matches it against a database of other images. If any of the stored images 

matches closely enough, the system reports the sighting to its owner, and so the efficient way 

to perform this is to use an Artificial Intelligence system. 
The main aim of this project is to discuss the development of the face recognition 

system. For this purpose the state of art of the face recognition is given. However, many 

approaches to face recognition involving many applications and there eignfaces to solve the 

face recognition system problems is given too. For example, the project contains a description 

of a face recognition system by dynamic link matching which shows a good capability to 

solve the invariant object recognition problem. 
A better approach is to recognize the face in supervised manner using neural network 

architecture. We collect typical faces from each individual, project them onto the eigenspace 

or local feature analysis and neural network learns how to classify them with the new face 
\ 

descriptor as input. 
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INTRODUCTION 

The goal of my project is lo show that the face detection probleu. can be solved 

efficiently and accurately using a combination of local image sampling and self-organizing 

map approaches implemented with convolution neural networks. Specifically, I will 

demonstrate that the use of neural networks in face recognition gives high success rate and 

detection is faster than the other approaches like eigenfaces and local feature analysis. 

Artificial Neural Networks (A.N.N.) is one of the most effective weapons in the world 

of technology, so the A.N.N. can be found in both fields whether it is peaceful or military 

fields, the concept behind A.N.N. can identify as an information processing paradigm, 

implemented in both of hardware's and software's that is modeled after the biological 

processes of the brain. An A.N.N. is made up of a collection of highly interconnected nodes, 

called Neurons or Processing Elements. 

Chapter one describes the introduction to face recognition. Face recognition is defined 

as the identification of a person from an image of their face. Face recognition is a very 
I 

complex problem, as there are numerous factors that influence the appearance of ones facial 

features. 

Chapter two is intended to help the reader to understand what artificial neural 

networks are? l gave the history of the Artificial Neural Networks and how does it simulate 

the brain; architecture of the Artificial Neural Networks, and the ways that N.N. can be 

trained, which are the Supervised and unsupervised Learning Methods. 

Chapter three describe details about the techniques that are implemented now a da, 

for recognition. Eigen faces and local feature analysis. Eigenfaces are an excellent basis for 

face recognition system, providing high recognition accuracy and moderate insensitivity to 

lighting variations. The key idea is that local features, being manifested by a collection of 

pixels in a local region, are learnt from the training set instead of arbitrarily defined. 

Chapter four is describes a hybrid neural network approach for face recognition. We 

use a convolutional neural network approach, and compare some results with eigenfaces and 

local feature methods. As the result we show that the neural networks provide a batter diction 

rate. 
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CHAPTER ONE •• 
INTRODUCTION TO FACE RECOGNITION 

1.1 Overview 
This chapter is intend to help the readers to understand what face recognition is. A 

detailed historical background is provided. This chapter contain what face recognition is and 

why we and to use face recognition. Here we also describe the mathematical framework, who 

to deal with dimensions, commercial system's applications and face- recognition for sn.art 

environment. At the end wearable recognition systems and summary of the chapter. 

1.2 History of Face Recognition 
The subject of face recognition is as old as computer vision, both because of the 

practical importance of the topic and theoretical interest from cognitive scientists. Despite the 

fact that other methods of identification (such as fingerprints, or iris scans) can be more 

accurate, face recognition has always remains a major focus of research because of its non­ 

invasive nature and because it is people's primary method of person identification. 

Perhaps· the most famous early example of a face recognition system is due to 

Kohonen [l], who dem,onstrated that a simple neural net could perform face recognition for 

aligned and normalized face images. The type of network he employed computed a face 

description by approximating the eigenvectors of the face image's autocorrelation matrix; 

these eigenvectors are now known as 'eigenfaces.' Destiny is not a matter of chance; it's a 

matter of choice. 

This method functions by projecting a face onto a multi-dimensional feature 

space that spans the gamut of human faces. A set of basis images is extracted from the 

database presented to the system by Eigenvalue-Eigenvector decomposition. Any face i11 the 

feature space is then characterized by a weight vector obtained by projecting it onto the set of 

basis images. When a new face is presented to the system, its weight vector is calculated and 

compared with those of the faces in the database. The nearest neighbor to this weight vector, 

computed using the Euclidean norm, is determined. If this distance is below a certain 

threshold (found by experimentation) the input face is adjudged as that face corresponding to 

the closest weight vector. Otherwise, the input pattern is adjudged as not belonging to the 

database. 

Kohonen's system was not a practical success, however, because of the need for 

precise alignment and normalization. In following years many researcher s tried face 
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identify a person often with very limited information. Creating a computer system to try and 

compete with the human visual system is extremely complex and so far unsolved. 

The main aim of most commercial face recognition researches is to increase the 

capability of security and surveillance systems. Jn theory security systems involving face 

recognition would be impossible to hack, as the identification process involves unique 

identification methods, and thus only authorized users will be accepted. The mechanism 

would be convenient, with no need to remember passwords or personal identification 

numbers. The system would only require one to be positioned in front of the camera. Another 

potential commercial use is surveillance. 

Face recognition is a very complex problem, as there are numerous factors that 

influence the appearance of ones facial features. There are two groups of influences, intrinsic 

and extrinsic factors. Intrinsic factors are independent of the surroundings and are 011Jy 

concerned with the changes in the three dimensional profile of the face. Extrinsic factors are 

the effect on the appearance of a person's face due to external factors such as lighting 

conditions. In this dissertation both intrinsic and extrinsic factors have been considered, 

specifically lighting irregularities, facial occlusions, head orientation and facial expressio.is. 

These factors are defined in more detail below. 

Figure 1.2 Examples of change in lighting conditions. 

\ 

Figure 1.3 Examples of facial occlusions. 
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Figure 1.4 Examples of change in expression. 

Lighting irregularities: Highlighting on an individuals face will alter depending on the 

lighting conditions hindering direct intensity comparisons. Lighting is an extrinsic factor, as it 

has no influence on the physical structure of the face. Figure (l .2) 
Facial occlusions: The obvious examples are facial hair, a scarf or a pair of sunglasses. 

These will mask important features of the face, hindering detection. Again this is an extrinsic 

factor. Figure (1.3) 
Head orientation: If the head is tilted or rotated direct spatial comparisons are unlikely to 

work. This is an extrinsic factor, as the face structure remains constant. 

Facial expressions: Facial expressions cause parts of the face to 'warp' and move in relation 

to other features, Speech and emotion are the main reasons for changes in facial expressions. 

These are intrinsic factors. Figure (1.4) 
dther factors do exist which influence face detection ,such as ageing and camera 

quality/collaboration (i.e. focus of camera or noise). 

1.4 Face Recognition 
Smart environments, wearable computers, and ubiquitous computing in general are 

thought to be the coming 'fourth generation' of computing and information technology. 

Because these devices will be everywhere clothes, home, car, and office, their economic 

impact and cultural significance are expected to dwarf previous generations of computing. At 

a m inimum, they are among the most exciting and economically irnportant research areas in 

information technology and computer science. 
Hbwever, before this new genetation of computing can be widely deployed we must 

invent new methods of interaction that don't require a keyboard or mouse there will be too 

many small computers to instruct them all individually. To win wide consumer acceptance 

such interactions must be friendly and personalized (no one likes being treated like just 

another cog in a machine!), which implies that next-generation interfaces will be aware of the 

people in their immediate environment and at a minimum know who they are. 
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The requirement for reliable personal identification in compgterized access control 

has resulted in an increased interest in biometrics. Biometrics being investigated includes 

fingerprints, speech, signature dynamics, and face recognition. Sales of identity verification 

products exceed $100 million. 

Face recognition has the benefit of being a passive, non-intrusive system for verifying 
personal identity. The techniques used in the best face recognition systems may depend on 

the application of the system. We can identify at least two broad categories of face 

recognition systems: 

l. We can find a person within a large database of faces (e.g. in a police database). 

These systems typically return a list of the most likely people in the database [3]. 

Often only one image is available per person. It is usually not necessary for 

recognition to be done in real-time. 

2. We can identify particular people in real-time (e.g. in a security monitoring 

system, location tracking system, etc.), or we can al low access to a group of 

people and deny access to all others (e.g. access to a building, computer, etc.). 

Multiple images per person are often available for training and real-time 

recognition is required. 

1.5 Why Face Recognition 
Given the requirement for determining people's identity, the obvious question is what 

technology is best suited to supply this information? There are many different identification 

technologies available, many of which have been in widespread commercial use for years. 

The most common person verification and identification methods today are Password/PIN 

(Personal Identification Number) systems, and Token systems (such as your driver's license). 

Because fuch systems have trouble with forgery, theft, and lapses in users' memory, there has 

developed considerable interest in biometric identification systems, which use pattern 

recognition techniques to identify people using their physiological characteristics. 

Fingerprints are a classic example of a biometric; newer technologies include retina and iris 

recognition. 

While appropriate for bank transactions and entry into secure areas, such technologies 

have the disadvantage that they are intrusive both physically and socially. They require the 

user to position their body relative to the sensor, and then pause for seconds to 'declare' 

themselves. This 'pause and declare' interaction is unlikely to change because of the fine­ 

grain spatial sensing required. Moreover, there is an 'oracle-like' aspect to the interaction: 
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since people can't recognize other people using this sort of data, these types of identification 

do not have a place in normal human interactions and social structures. 

While the 'pause and present' interaction and the oracle-like perception are useful in 

high-security applications (they make the systems look more accurate), they are exactly the 

opposite of what is required when building a store that recognizes its best customers or an 

information kiosk that remembers you, or a house that knows the people who live there. Face 

recognition from video and voice recognition have a natural place in these next-generation 

smart environments. They are unobtrusive (able to recognize at a distance without requiring a 

'pause and present' interaction), are usually passive (do not require generating special electro­ 

magnetic illumination), do not restrict user movement, and are now both low-power and 

inexpensive. Perhaps most important, however, is that humans identify other people by their 

face and voice, therefore are likely to be comfortable with systems that use face and voice 

recognition. 

1.6 Advantages of Implementing Face Recognition Techniques 
Given the requirement for determining people's identity, the obvious question is 

what technology is best suited to supply this information? There are many different 

identification technologies available, many of which have been in widespread commercial 

use for years. The most common person verification and identification methods today are 

Password/PIN (Personal Identification Number) systems, and Token systems (such as your 

driver's license). Because such systems have trouble with forgery, theft, and lapses in users' 

memory, there has developed considerable interest in biometric identification systems, which 

use pattern recognition techniques to identify people using their physiological characteristics. 

Fingerprints are a classic example of a biometric; newer technologies include retina and iris 

recognition. 
While appropriate for bank transactions and entry into secure areas, sucn 

technologies have the disadvantage that they are intrusive both physically and socially. They 

require the user to position their body relative to the sensor, and then pause for seconds Lu 

'declare' themselves. This 'pause and declare' interaction is unlikely to change because or die 
fine-grain spatial sensing required. Moreover, there is an 'oracle-like' aspect to the 

interaction: since people can't recognize people using this sort of data, these types of 

identification do not have a place in normal human interactions and social structures. 

While the 'pause and present' interaction and the oracle-like perception are useful 

in high-security applications (they make the systems look more accurate), they are exactly the 
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opposite of what is required when building a store that recognizes its best customers, or an 

information kiosk that remembers you, or a house that knows the people who live there. Face 

recognition from video and voice recognition have a natural place in these next-generation 

smart environments -- they are unobtrusive (able to recognize at a distance without requiring 

a 'pause and present' interaction), are usually passive (do not require generating special 

electro-magnetic illumination), do not restrict user movement, and are now both low-power 

and inexpensive. Perhaps most important, however, is that humans identify other people by 

their face and voice, therefore are likely to be comfortable with systems that use face and 

voice recognition. 

1. 7 Mathematical Framework 
Twenty years ago the problem of face recognition was considered among the hardest 

111 Artificial Intelligence (AI) and computer vision. Surprisingly, however, over the last 

decade there have been a series of successes that have made the general person identification 

enterprise appear not only technically feasible but also economically practical. 

The apparent tractability of face recognition problem combined with the dream of 

smart environments has produced a huge surge of interest from both funding agencies and 

from researchers themselves. It has also spawned several thriving commercial enterprises. 

There are now several companies that sell commercial face recognition software that is 

capable of high-accuracy recognition with databases of over 1,000 people. 

These early successes came from the combination of well-established pattern 

recognition techniques with a fairly sophisticated understanding of the image generation 

process. In addition, researchers realized that they could capitalize on regularities that are 

peculiar to people, for instance, that human skin colors lie on a one-dimensional manifold 

(with color variation primarily due to melanin concentration), and that human facial geometry 

is limited and essentially 2-D when people are looking toward the camera. Today, researchers 

are working on relaxing some of the constraints of existing face recognition algorithms to 

achieve robustness under changes in lighting, aging, rotation-in-depth, expression and 

appearance (beard, glasses, makeup) problems that have partial solution at the moment. 

1. 7 .1 The Typical Representational Framework 

The dominant representationaJ approach that has evolved is descriptive rstncr umn 

generative. Training images are used to characterize the range of 2-D appearances of objects 
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to be recognized. Although initially very simple modeling methods were used, the dominant • 
method of characterizing appearance has fairly quickly become estimation of the probability 

density function (PDF) of the image data for the target class. 
For instance, given several examples of a target class Qin a low-dimensional 

representation of the image data, it is straightforward to model the probability distribution 

function P(x\n) of its image-level features x as a simple parametric function (e.g., a mixture 

of Gaussians),'thus obtaining a low-dimensional, computationally efficient appearance model 

for the target class. 
Once the PDF of the target class has been learned, we can use 'Bayes' rule to perform 

maximum a posteriori (MAP) detection and recognition. The result is typically a very simple, 

neural-net-like representation of the target class's appearance, which can be used to detect 

occurrences of the class, to compactly describe its appearance, and to efficiently compare 

different examples from the same class. Indeed, this representational framework is so 

efficient that some of the current face recognition methods can process video data at 30 

frames per second, and several can compare an incoming face to a database of thousands of 

people in fewer than one second and all on a standard PC! 

1.8 Dealing with the Curse of Dimensionality 
To obtain an 'appearance-based' representation, one must first transform the image 

into a low-dimensional coordinate system that preserves the general perceptual qua I ity of the 

target object's image. This transformation is necessary in order to address the 'curse of 

dimensionality'. The raw image data has so many degrees of freedom that it would require 

millions of examples to learn the range of appearances directly. 
Typical methods of dimensionality reduction include Karhunen-Loeve transform 

(KLT) (also called Principal Components Analysis (PCA)) or the Ritz approximation (also 

called 'example-based representation'). Other dimensionality reduction methods are 

sometimes also employed, including sparse filter representations (e.g., Gabor Jets, Wavelet 

tr~p~forms), feature histograms, independent components analysis, and so forth. 
These methods have in common the property that they allow efucicnt 

characterization of a low-dimensional subspace with the overall space of raw image 

measurements. Once a low-dimensional representation of the target class (face, eye, hand, 

etc.) has been obtained, standard statistical parameter estimation methods can be used lo learn 

the range of appearance that the target exhibits in the 'new, low-dimensional coordinate 
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system. Because of the lower dimensionality, relatively few examples are required lo obtain a 

useful estimate of either the PDF or the inter-class discriminant function. 

An important variation on this methodology is discriminative models, which attempt 

to model the differences between classes rather than the classes themselves. Such models can 

often be learned more efficiently and accurately than when directly modeling the PDF. A 

simple linear example of such a difference feature is the Fisher discriminant. One can also 

employ discriminant classifiers such as Support Vector Machines (SVM), which attempt to 

maximize the margin between classes. 

1.9 Current State of the Art 
By 1993 there were several algorithms claiming to have accurate performance in 

l,___ 
minimally constrained environments. To better understand the potential of these algorithms, 

DARPA and the Army Research Laboratory established the FERET program with the goals 

of both evaluating their performance and encouraging advances in the technology [4]. 

At the time of this writing, there are three algorithms that have derno.istrated the 

highest level of recognition accuracy on large databases (1196 people or more) under double­ 

blind testing conditions. These are the algorithms from University of Southern California 

(USC) [5], University of Maryland (UMD) [6], and the MIT Media Lab [7]. All ol these are 

participants in the FERET program. Only two of these algorithms, from USC and MTT, are 

capable of both minimally constrained detection and recognition; the others require 

approximate eye locations to operate. A fourth algorithm that was an early contender, 

developed at Rockefeller University [8], dropped from testing to form a commercial 

enterprise. The MIT and USC algorithms have also become the basis for commercial 

systems. 
The MIT, Rockefeller, and UMD algorithms all use a version of the eigenface 

transforms followed by discriminative modeling. The UMD algorithm uses a linear 

discriminant, while the MIT system, seen in Figure (1.5), employs a quadratic discriminant. 

The Rockefeller system, seen in Figure (1.6), uses a sparse version of the .eigenface 

transform, followed by a discriminative neural network. The USC system, seen in 

Figure (l .1 ), in contrast, uses a very different approach. It begins by computing Gabor 'jeb' 

from the image, and then does a 'flexible template' comparison between image descriptions 

using a graph-matching algorithm. 
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