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ABSTRACT 

In the graduation project, the development of Intellectual Systems for

Technological Processes Control is considered. The application of Artificial

Neural Systems for solving control problems is given. The main blocks of

Neural Control Systems are analyzed, their structure and learning methods are

discussed. The different models of neurons, which organize Neural Networks,

structure ofNeural Networks and their learning algorithms, are described. The

development of the control system on the base of Recurrent Neural Networks

is shown and it is learning algorithms are widely described on the base of

"Back Propagation", such as Back Propagation for fully Recurrent Neural

Network, Back Propagation for Multilayered Recurrent Neural Networks or

Back Propagation in time. Using described learning algorithms, the structure

of intellectual Neural Control Systems for Technological Process is given. The

synthesis and modeling of this system are described.
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Chapter 1
APPLICATIONS OF ARTIFICIAL SYSTEMS FOR SOLVING CONTROL

PROBLEMS

The first chapter is about the applications, which are used by the control systems for solving
control problems. Here are the discussionsabout :

1. Mobile Robot Control by a Structured HierarchicalNeural Network.
2. Identificationand Control of Dynamical SystemsUsing Neural Networks.
3. Medical Ultrasound Imaging Using Neural Networks.
4. Electric Load Forecasting Using An ArtificialNeural Network.
5. Operational Experience with A Neural Network In The Detection Of Explosives In Checked

AirlineLuggage.
6. Neural Network Models of Sensory Integration for Improved Vowel Recognition.

In all of these applications, the discussionswill be about how we can make the use of
ArtificialNeural network in the making and working such type of devices. Thus these can be seen as
follows:

1.1 Mobile Robot Control by a Structured Hierarchical Neural Network

A mobile robot whose behavior is controlled by a structured hierarchical email network and
its teaming algorithm is presentedl ]The robot has four wheels and moves about freely with two
motors. Twelve or more sensors are used to monitor internal conditions and environmental changes.
These sentimental are presented to the input layer of the network, and the output is used as motor
control signals. The network model is divided into two sub-networks connected to each other by
short-term memory units used to process time-dependent data. A robot can be taught behaviors by
changing the patterns presented to it. For example, a group of robots were taught to play a
cops-and-robbers web. Through training, the robots learned them such as capture and escape.
Similarly,other types of robots are used to work as a house wife, like for example working in the
kitchen, washing dishes, cooking food, etc. These robots learn by looking at the examples and
feedingthem in their memory. Thus, by this way their characteristics are similarto the human beings.

1.2 Identification and Control of Dynamical Systems Using Neural Networks

Neural networks can be used effectively for the identification and control of nonlinear
dynamicalsystems. The emphasis of the part is on models for both identification and control. Static
and dynamic back-propagation methods for the adjustment of parameters are discussed. In the
models that are introduced, multilayer and recurrent networks are interconnected in novel
configurations and hence there is a real need to study them in a unfilled fashion. Simulation results
reveal that the identification and adaptive control schemes suggested are practically feasible. Basic
concepts and definitions are introduced throughout the paper, and theoretical questions, which have
to be addressed, are also described[ ] -
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1.3 Medical Ultrasound Imaging Using Neural Networks

In a medical ultrasound imaging system the control parameters for the beam former are usually
designedbased on a constant sound velocity for the tissue. The velocity in the interveningtissues (the
body-wall)can vary by as much as 8%, leading to a spurious echo delay noise across the array. This
has a detrimental effect on the image quality. Since the delay noise is not deterministic, its effects can
not be precompensated in the beam former subsystem. Degradation of image quality caused by delay
noise can be quantified in terms of the changes in the imaging point-spread-function (PSF). A major
engineeringchallenge in medical ultrasound which remains is the conception of a real time, adaptive
technique for delay noise removal to improve the image quality. Flax and O'Donnell have reported a
method based on the cross correlation of A-lines for adaptive image restoration. Nock Efal, have
described a method which utilizes the speckle brightness as a quality factor feedback for adaptive
changingof the relative delays between channels. Fink of al., have recently described a time reversal
method based on ideas from adaptive optics.[ ] ,

1.4 Electric Load Forecasting Using an Artificial Neural Network
I

.,

Artificialneural network (ANN) approaches to electric load forecasting. The ANN is used to learn
the relationship among past, current and future temperatures and loads. In order to provide the fore­
casted load, the ANN interpolates among the load and temperature data in a training data set. The
average absolute errors of the one-hour and 24-hour ahead forecasts in our test on actual utility data
are shown to be l.4QO.ıo and 2.06%, respectively. This compares with an average error of 4.22% for
24-hour ahead forecasts with a currently used forecasting technique applied to the same data.
Various techniques for power system load forecasting have been proposed in the last few decades.
Load forecasting with lead-times, from a few minutes to several days, helps the system operator to
efficientlyschedule spinning serve allocation. In addition, load forecasting can provide information,
which can be used, for possible energy interchange with other utilities. In addition to these
economical reasons, load forecasting is also useful for system security. If applied to the system
security assessment problem, it can provide valuable information to detect many vulnerable situations
in advance[ ] .

1.5 Operational Experience with A Neural Network In The Detection Of
Explosives In Checked Airline Luggage

, I

An Artificial Neural Network has been Implemented In the Explosives Detection Systems
fielded at various airports. Tests of the on-line performance of the Neural Network (NN) confirmed
Its superiority over standard statistical techniques, and the NN was installed as the decision algorithm
In late October, l 989. Analysisof the mass of data being produced is still underway; but preliminary
conclusionsare presented[ ] ·

The Neural Network technique was applied to the same features used by the discriminant
analysis. These features were combinations of the signals from the detector array, such as the total
nitrogen content of the bag, maximum intensity in the reconstructed three dimensional image, et al.
These features have different statistical properties, and different amount so of information about the
presence or absence of explosives in the bag. Combinations of these features provide the discriminant
value which is used to decide whether or not there is a threat in the bag. Because of the success of
the standard analysis, the problem is known to be solvable;and, in fact, there is a target to be beat.
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1.6 Neural Network Models of Sensory Integration for Improved Vowel
Recognition

Automatic speech recognizers currently perform poorly in the presence of noise. Humans, on the
other hand, often compensate for noise degradation by extracting speech information from alternative
sources and then integrating this information with the acoustical signal. Visual signals from the
speaker's face are one source of supplemental speech information. We demonstrate that multiple
sources of speech information can be integrated at a subsymboliclevel to improve vowel recognition.
Feedforward and recurrent neural networks are trained to estimate the acoustic characteristics; of the
vocal tract from images of the speaker's mouth. These estimates are then combined with the
noise-degraded acoustic information, effectively increasing the signal-to-noise ratio and improving
the recognition of these noise-degraded signals. Alternative symbolic strategies, such as direct
categorization of the visual signals into vowels, are also presented. The performances of these neural
networks compared favorably with human performance and with other pattern-matching and
estimationtechniques[ ] ,

Communication by using the acoustic speech signal alone is possible, but often
communicationalso involves visible gestures from the speaker's face and body. in situations where
environmentalnoise is present or the listener is hearing impaired, these visual sources of information
become crucial to understanding what has been said. Our ability to comprehend speech with relative
ease under a wide range of environmental circumstances is due largely to our ability to fuse multiple
sources of information in real time. Loss of information in the acoustic signal can be compensated for
by using information about speech articulation from the movements around the mouth, or by
Manuscript received October 16,1989; revised March lS,1990. This work was su_p_ported by using
semantic information conveyed by facial expressions and other gestures. At the same time, the

ener can use knowledge of linguistic constraints to further compensate for ambiguities remaining
· the received speech signals.
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Chapter 2
STRUCTURE AND LEARNING OF ARIFICIAL NEURAL NETWORK

An artificial neural network is an information-processing system that has certain performance
characteristics in common with biological neural networks. Artificial neural networks have been

eloped as generalizations of mathematical models of human cognition or neural biology, based on
assumptions that:

. Information processing occurs at many simple elements called neurons.
2. Signals are passed between neurons over connection links.
3. Each connection link has an associated weight, which, in a typical neural net, multiplies the signal
transmitted.

. Each neuron applies an activation function (usually nonlinear) to its net input (sum of weighted input
ignals) to determine its output signal.

2.1.Artificial Neural Networks Learning
A neural network is characterized by its pattern of connections between the neurons (called its

architecture), its method of determining the weights on the connections (called its training, or learning,
algorithm), and its activationfunction.

ince what distinguishes (artificial) neural networks from other approaches to information processing
provides an introduction to both how and when to use neural networks, let us consider the defining
characteristics of neural networks further.

A neural net consists of a large number of simple processing elements called neurons, units,
cells, or nodes. Each neuron is connected to other neurons by means of directed communication links,
each with an associated weight. The weights represent information being used by the net to solve a

oblem.Neural nets can be applied to a wide variety of problems, such as storing and recalling data or
patterns, classifying patterns, performing general mappings from input patterns to output patterns,
grouping similar patterns, or finding solutions to constrained optimization problems.

Each neuron has an internal state, called its activation or activity level, which is a function of the
inputs it has received. Typically, a neuron sends its activation as a signal to several other neurons. It is
important to note that a neuron can send only one signal at a time, although that signal is broadcast to
several other neurons.

For example, consider a neuron Y, illustrated in Figure 2. 1, that receives inputs from neurons
X1,X2, and X3• The activations (output signals) ofthese neurons are x1, x2 and x3 respectively. The
weights on the connections from X1,X2, and X3 to neuron Yare w1, w2 and w3, respectively. The

input,y_in; to neuron Yis the sum of the weighted signals from neurons X1,X2, and X3• I.e.,
Y_in = w1 x1 + w2 x2 + w3 X3.

Figure 2.1 A simple (artificial) neuron.
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ı» aetiVıatıM» ot neuron Y is 8iven by some fimcoon ot it§ net infjttt, y ~f(y _in). e.g., die lB§i«is·
· oid function (an S-shaped curve),

1
/(x) = l + exp(-x)

any of a number of other activation functions. Now suppose further that neuron Y is connected to
ons Z1 and Z2, With weights v1 and v2 respectively, as shown in Figurel.2. Neuron Y sends its

signal y to each of these units. However, in general, the values received by neurons Z1 and Z
2

will be
· fferent, because each signal is scaled by the appropriate weight, v1 or v2 . In a typical net, the

activations of neurons Z 1 and Z 2 would depend on inputs from several or even many neurons, not just
, as shown in this simple example.

.., ..
~ .·,._., ''

~r-"'
~·

·=····
Fig • .2.2 A Very Simple Neural Network

Although the neural network in Figure 2.2 is very simple, the presence of a hidden unit,
together with a nonlinear activation function, gives it the ability to solve many more problems than can

solved by a net with only input and output units. On-the other hand, it is more difficult to train (i.e.,
d optimal values for the weights) a net with hidden units. We also illustrate several typical activation

ions and conclude the section with a summary of the notation we shall use throughout the rest of
text.

2.2 Neuron Models
Neural network models, even neuro-biological ones, assume many simplifications over actual

· logical neural networks. Such simplifications are necessary to understand the intended properties
to attempt any mathematical analysis. Even if all the properties of neurons were known,
lification would still be necessary for analytical tractability. A few models of neurons will be

.oresented in this section.

.2.2.1 McCulloc Pitts Model

McCulloch and Pitts modeled simple logical units called cells (or "neurons") so as to represent
analyze the logic of situations that arise in any discrete process in a computer, or anywhere else.

Accordingly, the automata made up of these elementary units are usually called neural networks.
A McCulloch-Pitts cell is a very simple-two-state machine. From each cell emerges a single

or wire, called the output fiber of the cell. This output fiber may branch out after leaving the cell.
Output fibers from different cells are not allowed to fuse together. Each branch must ultimately be fit as

input connection to another (or perhaps the same) cell. Two types of terminations are allowed. One
vides an excitatory input, the other an inhibitory input. Any number of input connections to a cell is
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it to and gates may control the flow of information through a cell, which could be either of the
escitatory or of the inhibitory type. The former is said to fire or activate the cell, whereas the latter is

iated with the complementary :function.
Each cell is a finite-state machine and accordingly operates in discrete time instants, which are

ed synchronous among all cells. At each moment, a cell is either firing or quiet, the two possible
of the cell. For each state there is an associated output signal, transmitted along the fiber branch

the cell. Since each cell has only two possible states, it is convenient to think of the firing state as
hıcing a pulse whereas one may think of no pulse as the name of the signal associated with the

iet state. Cells change state as a consequence of the pulses received at their inputs. Each cell has a
ber associated with it, called the threshold of the cell. This threshold determines the state transition

perties of-a cell Cin the following manner. At any time index k there will be a certain distribution
activities in the fibers terminating upon C. we ignore all fibers that are quiet at this time and took to
if any inhibitory inputs are present. In the presence of one or more such inputs the cell C will not
at time index (k + l ). This type of inhibition is referred to as absolute inhibition because a cell will
at time index (k + 1) if and only if, at time index k, the number of active excitatory inputs equals or

eeceeds the threshold and no inhibitor is active.
The McCulloch-Pitts network (called net for the sake of brevity) model is based on several

lifying assumptions. First, the state of a cell at time index (k + 1) is assumed to depend on its state
time index k and on any input at that same instant of time. Second, the inhibition is taken to be

lute in the sense that a single inhibitory signal can block response of a cell to any amount of
esciıation. One in which a cell fires if the difference between the amounts of excitation and inhibition
esceeds the threshold can replace this assumption. In fact the reader is advised to solve the relevant

lems at the end of this chapter using this last assumption. Finally, a standard delay between the
and output of each cell is assumed. Since the individual cells or neurons operate on the same time

e, the overall network operation is synchronous. Biological neurons, however, operate on different
scales and therefore function asynchronously.

In this type of network, any kind of more or less permanent memory must depend on the
ence of closed or feedback paths. Otherwise, in the absence of external stimulation, all activity
soon die out, leaving all cells in the quiet state. A feedback fiber runs from the output fiber of a

back to an excitatory termination at the input of the very same cell. Once this cell has been fired
. a signal from the start fiber), it will continue to fire at all successive-time instants until it is halted

. a signal on the inhibitory stop fiber. Throughout this interval of activity, it will send pulses to the
cell and permit the passage of information.

Each neural network built from McCulloch-Pitts cells is a finite-state machine, and every
· · e-state machine is equivalent to and can be simulated by some neural network. At any moment, the
bal state of the net is given by the firing pattern of its cells. Let x(k), u(k), and y(k) denote,

respectively, the state; input, and output vectors at time index k. The state vector is composed of the
e of each neuron at a certain time index as given by its last output. For suitable functions, F(.) and

G(.), the state-transition equation

x(k + 1) = F(x(k), u(k)) 

Is determine d by the connection structure of the network, and the output vector

y(k + 1J = G ( x(k), u(k))
determined by the fibers that carry output signals.

A further development of the work of McCulloch and Pitts led to threshold logic units (TLUs)
with adjustable weights. A TLU is a devicewith n inputs, x1,x2,x3, ••• xn, and an output y. There are n
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- 1 parameters, namely the weights (w1 , w2, w3, ..~ wn, ) and a threshold 8 . The TLU computes an output
;alue at discrete time indices k = 1, 2, according to

y(k + 1) = {1.. .. .if..ıwjxj(k) ~ (J

O.···· ... otherwise
(2.1)

Positive weights w; > O represent excitatory synapses, whereas negative weightsw, < O
represent inhibitory ones. Note the unit time index delay occurring between the instants when the

us are applied and the output appears. A TLU is sketched in Fig.2.3. A McCulloch-Pitts neuron is
... vemed by the threshold decision rule of a TLU, shown in Eq. (2.1), or of its bipolar variant (in
-which case 1 replaces the output state O). Equation (2. 1) and its variants are popular because of their

ematical tractability. They fan, however, to capture the stochastic spatial and temporal
lexities inherent in neuronal information processing. The reader is referred to ref [22] for further

details on this matter. In applying this model the output of a TLU is often assumed to belong to the set
a, 1}, which represents the binary states of a neuron, where a is a nonzero number. The value of a

be either - I, in the bipolar case, or a small positive number, e.g., O. 1, in the modified unipolar
. This choice will lead to faster convergence in almost all learning algorithms, because if a = O (the

ict unipolar case), the updates of a weight connected to the ouput of a neuron will become zero,
eas making a nonzero ensures that a weight will be updated whenever it will be required.

Inputs

Output y

HGURE 2.3 A threshold logicunit (ILU), whose transfer characteristics described in Eq. ( 2.1).
~essing takes place in the unit whose threshold is shown. The other units are shown only for

ımpleteand are really not needed in the modelof a TLU.

This model of a neuron is highly simplified. A network of these very simple neurons can compute
logical (Boolean) function Indeed, with properly chosen weights. A network ofTLUs can simulate

~ digital computer. That is, a network of simple neurons can do at least what a modem digital
computer can.
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2.2.2 Neuron Models with Continuous Transfer Characteristics 
The action potential or spike of a biological neuron is a continuous variable. The time instant at

·ch a postsynaptic potential change occurs affects its interaction with other potential changes.
rmation is not encoded only by the excitation and resting states of neurons; the rate at which a
on is excited also carries information. Real neurons have integrative time delays due to

capacitance. The time evolution of a real neuron is better described by differential equations instead of
discrete time transition equations for TLUs. Let us examine a widely used neuron model that

dudes some ofthe foregoing considerations.
Instantaneous input xl to the fifth neuron is defined to approximate the mean some potential

m-the effects of its excitatory and inhibitory synapses as well as its threshold. If there are no external
sand leakage current is ignored, then with the outputs yi for j = 1,2,..n from n neurons used as
s to the ith neuron (having a threshold B;) after multiplication by connection weights wipe the

n

X; =Lwüyi -8;
j=l

(2.2)

The output yi of a neuron represents the short-term average of the firing rate of neuronj and is
given by

(2.3)
mere ..ı is a positive number. The unipolar or logsigmoid form of the input/output (transfer)

eearacteristic f (-)is described by
1 1

Y; = l+exp(-b;) = I+exp[-J("""n· w..y. -8
£...ıj=l !T J ı

(2.4)

And it approaches the characteristic of a unipolar TLU as A tends to oo . The transfer characteristic
may also be defined (for the bipolar case) through

2 2
Yi= -1= -1 (2.5)

I =exp(-b;) I+ exp[-J(L;=ı wiiy j -8; )]

Eq. (2.5), the limiting values of y i as .l approaches - are either +I or - I, depending upon whether
x. is positive or negative. This characteristic is referred to as tansigmoid.

A more realistic model includes the time delay due to membrane capacitance C; and leakage
aırrent through the transmembrane resistanceR, . The dynamics of such a neuron model are described

the following equations:
ôx, L x.C.-= w .. --' +/.'ôt j !T R, I

X; =h-l(y;),

(2.6)

ere Ii is the external current stimulus to neuron i. Note that the weight wii has the dimension of
transconductance, which is realizable by an active device. Therefore, active devices model synapses in

case.




