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ABSTRACT 

Artificial neural networks have been used in a number of different ways in medicine and

medically related fields. This project using neural networks application in medicine.

This involved the use to solve optimization and dynamical control problems. A general

framework for artificial neural networks models is introduced first. Then the main feed­

forward and feedback models are presented a number of theoretical and practical

aspects of the application of neural networks are presented in this project. Firstly the

biological neuron is presented and utilized to try and determine the relationship between

the artificial neural network and human secondly, conditions relating to network

learning by supervised and unsupervised are examined, with the finding that both the

number of hidden nodes, network architecture and the initial conditions of the network

are important in determining if a neural network will learn a particular problem.

The next involves attempting to concept a diagnosis prediction via an artificial neural

network knowledge base. The aim of this approach the major application of medical

information has been the metabolic disease diagnosis. Unfortunately this aim is not

realized within the realms of this project, due to problems in training the neural

networks, the final aim involves a much more complex system, medical diagnostic

aides. This acts as further confirmation of the limitations in the neural network iırı

medicine.

•
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INTRODUCTION 

1. Overview 

Let us first summarize the most important features of the neural networks found in the

brain. Firstly the brain contains many billions of very special kinds of cell - these are the

nerve cells or neurons. These cells are organized into a very complicated

intercommunicating network. Typically each neuron is physically connected to tens of

thousands of others. Using these connections neurons can pass electrical signals

between each other. These connections are not merely on or off - the connections have

varying strength which allows the influence of a given neuron on one of its neighbors to

be either very strong, very weak (perhaps even no influence) or anything in between.

Furthermore, many aspects of brain function, particularly the learning process, are

closely associated with the adjustment of these connection strengths. Brain activity is

then represented by particular patterns of firing activity amongst this network of

neurons. It is this simultaneous cooperative behavior of very many simple processing

units which is at the root of the enormous sophistication and computational power of the

brain.

Artificial neural networks are modeled after the brain. They typically consist of many

hundreds of simple processing units which are wired together in a complex

communication network. Each unit or node is a simplified model of a real neuron which

fires (sends off a new signal) if it receives a sufficiently strong input signal from the

other nodes to which it is connected. The strength of these connections may be varied in

order for the network to perform different tasks corresponding to different patterns of

node firing activity. This structure is very different from traditional computers.,.

2. Description of thesis structure 

Chapter one is devoted to artifical neural network introduction of the general methods

from neural network theory, and provide a breif history of neural network. H also

introduces artifical neurons and how it works.



Chapter two studies the structure of neural network. It introduces architecture of neural

networks ,this view feed-forward and leads to feedback neural networks. The last

subsection of this chapter introduces the supervised neural network and unsupervised

neural networks.

Chapter three is specialized in medical application and describe some fields where we

can find the neural network in medicine and introduces artificial neural network based

cardiovascular modeling.

Chapter four pulse-coupled neural networks one of the major applications in medicine

and image analysis medical systems,how the neural network supporting the imaging

proccess in medicine will be described inthis chapter

3.The aim of this project 

The following aims and objectives are to met throghout the work presented in this thesis

these aims can be summarised as:

1. To retrieve some information about the artifical neural network.

2.To investigate and learn about neural network,the emergence,structure and application

in real life.

3. To show on medical application of neural network.

4. In addition examples of succesful implementation of neural medical system will be

described.

••
••
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CHAPTER ONE 

NEURALNETWORKSBACKGROUND 

1.1 Overview 

This chapter will present an introduction to artificial neural network and provide a brief

history of neural networks and describe why use a neural network, in this section which

is the introduction of neural network, I am going to explain artificial neurons and how

they work and introduce a hint of the of the biological neurons.

1.2 Artificial neural networks 

An artificial neural network (ANN) is an information-processing paradigm inspired by

the way the densely interconnected, parallel structure of the mammalian brain processes

information. Artificial neural networks are collections of mathematical models that

emulate some of the observed properties of biological nervous systems and draw on tlrıe

analogies of adaptive biological learning. The key element of the ANN paradigm is the

novel structure of the information processing system. It is composed of a large number

of highly interconnected processing elements that are analogous to neurons and are tied

together with weighted connections that are analogous to synapses.

..• Learning in biological systems involves adjustments to the synaptic connections that

exist between the neurons. This is true of ANNs as well. Learning typically occurs by

example, through training or exposure to a truthed set of input/output data where the

training algorithm iteratively adjusts the connection weights (synapses). These

connection weights store the knowledge necessary to solve specific problems.

3



Although ANNs have been around since the late 1950s [1], it wasn't until the mid-

1980s, that algorithms became sophisticated enough for general applications. Today

ANNs are being applied to an increasing number of real-world problems of considerable

complexity. They are good pattern recognition engines and robust classifiers, with the

ability to generalize in making decisions about imprecise input data. They offer ideal

solutions to a variety of classification problems such as speech and character and signal

recognition, as well as functional prediction and system modeling where the physical

processes are not understood or are highly complex. ANNs may also be applied to

control problems, where the input variables are measurements used to drive an output

actuator, and the network learns the control function. The advantage of ANNs lies in

their resilience against distortions in the input data and their ability to learn. They are

often good at solving problems that are too complex for conventional technologies (e.g.,

problems that do not have an algorithmic solution or for which an algorithmic solution

is too complex to be found) and are often well suited to problems that people aıre good

at solving, but for which traditional methods are not.

1.3 A Brief History of Neural Network 

Neural network simulations appear to be a recent development. However, this field was

established before the advent of computers, and has survived at least one major setback

several areas. Many important advances have been boosted by the use of inexpensive

computer emulations. Following an initial period of enthusiasm, the field survived a

period of frustration and disrepute. During this period when funding and professional

support was minimal, important advances were made by relatively few researchers ..

These pioneers were able to develop convincing technology which surpassed the

limitations identified by Minsky and Papert. Minsky and Papert, published a book (hı

1969) in which they summed up a general feeling of frustration (against neural

networks) among researchers, and was thus accepted by most without further analysis.

Currently, the neural network field enjoys a resurgence of interest and a corresponding

increase in funding.

First Attempts: There were some initial simulations using formal logic. McCulloch and

Pitts (1943) [2], developed models of neural networks based on their understanding of

neurology. These models made several assumptions about how neurons worked. Their

4



networks were based on simple neurons which were considered to be binary devices

with fixed thresholds. Another attempt was by using computer simulations. Two groups

(Farley and Clark, 1954; Rochester, Holland, Haibit and Duda, 1956) [3]. The first

group IBM researchers maintained closed contact with neuroscientists at McGill

University. So whenever their models did not work, they consulted the neuroscientists.

This interaction established a multidisciplinary trend which continues to the present

day, but psychologists and engineers also contributed to the progress of neural network

simulations. Rosenblatt (1958) stirred considerable interest and activity in the field

when he designed and developed the Perceptron. The Perceptron had three layers with

the middle layer known as the association layer. This system could learn to connect or

associate a given input to a random output unit. Another system was the ADALINE

(ADAptive Linear Element) which was developed in 1960[4], by Widrow and Hoff of

Stanford University. The ADALINE was an analogue electronic device made from

simple components. The method used for learning was different to that of the

Perceptron; it employed the Least-Mean-Squares (LMS) learning rule.

In 1969 Minsky and Papert wrote a book in which they generalized the limitations of

single layer Perceptrons to multilayered systems. In the book they said: " ...our intuitive

judgment that the extension (to multilayer systems) is sterile". The significant result of

their book was to eliminate funding for research with neural network simulations. The

conclusions supported the disenchantment of researchers in the field. As a result,

considerable prejudice against this field was activated.

..

Klopf (A. Henry Klopf) in 1972 developed a basis for learning in artificial neurons

based on a biological principle for neuronal learning called heterostasis.

Werbos (Paul Werbos 1974) developed and used the back-propagation learning method,..
however several years passed before this approach was popularized. Back-propagation•.
nets are probably the most well known and widely applied of the neural networks today .

In essence, the back-propagation net. Is a Perceptron with multiple layers, a different

threshold function in the artificial neuron, and a more robust and capable learning rule.

A Mari (A. Shun-lehi 1967) was involved with theoretical developments: he published a

paper which established a mathematical theory for a learning basis (error-correction

method) dealing with adaptive pattern classification. While Fukushima (F. Kunihiko)

developed a step wise trained multilayered neural network for interpretation of

5



handwritten characters. The original network was published in 1975 and was called the

Cogni!ron.

Progress during the late 1970s and early 1980s was important to the re-emergence on

interest in the neural network field. Several factors influenced this movement. For

example, comprehensive books and conferences provided a forum for people in diverse

fields with specialized technical languages, and the response to conferences and

publications was quite positive. The news media picked up on the increased activity and

tutorials helped disseminate the technology. Academic programs appeared and courses

were introduced at most major Universities (in US and Europe). Attention is ınow

focused on funding levels throughout Europe, Japan and the US and as this funding

becomes available, several new commercial with applications in industry and financial

institutions are emerging.

Today, significant progress has been made in the field of neural networks-enough to

attract a great deal of attention and fund further research. Advancement beyond current

commercial applications appears to be possible, and research is advancing the field on

many fronts. Neurally based chips are emerging and applications to complex problems

developing. Clearly, today is a period of transition for neural network technology.

1.4 What is a neural network? 

Neural Networks are a different paradigm for computing:

1. von Neumann machines are based on the processing/memory abstraction of human

information processing.

2. Neural networks are based on the parallel architecture of animal brains .

•
Neural networks are a form of multiprocessor computer system, with

1. Simple processing elements

2. A high degree of interconnection

3. Simple scalar messages

6



4. Adaptive interaction between elements

A biological neuron may have as many as 10,000 different inputs, and may send its

output (the presence or absence of a short-duration spike) to many other neurons.

Neurons are wired up in a 3-dimensional pattern.

Real brains, however, are orders of magnitude more complex than any artificial neural

network so far considered.

1.5 Why Use a Neural Network? 

Neural networks, with their remarkable ability to derive meaning from complicated or

imprecise data, can be used to extract patterns and detect trends that are too complex to

be noticed by either humans or other computer techniques. A trained neural network can

be thought of as an "expert" in the category of information it has been given to analyze.

This expert can then be used to provide projections given new situations of interest and

answer "what if' questions. Other advantages include:

Adaptive learning: An ability to learn how to do tasks based on the data given for

training or initial experience.

Self-Organization: An ANN can create its own organization or representation of the

information it receives during learning time.

Real Time Operation: ANN computations may be carried out in parallel, and special

hardware devices are being designed and manufactured which take advantage of this

capability.

Fault Tolerance via Redundant Information Coding: Partial destruction of a network

leads to the corresponding degradation of performance. However, some network

capabilities may be retained even with major network damage.

1.6 Are There Any Limits to Neural Networks? 

The major issues of concern today are the scalability problem, testing, verification, and

integration of neural network systems into the modern environment. Neural network

programs sometimes become unstable when applied to larger problems. The defense,

7
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nuclear and space industries are concerned about the issue of testing and verification.

The mathematical theories used to guarantee the performance of an applied neural

network are still under development. The solution for the time being may be to train and

test these intelligent systems much as we do for humans. Also there are some more

practical problems like: The operational problem encountered when attempting to

simulate the parallelism of neural networks. Since the majority of neural networks are

simulated on sequential machines, giving rise to a very rapid increase in processing time

requirements as size of the problem expands. Solution: implement neural netwoırks

directly in hardware, but these need a lot of development still. Instability to explain any

results that they obtain. Networks function as "black boxes" whose rules of operation

are completely unknown.

1. 7 How the Human Brain Learns? 

Much is still unknown about how the brain trains itself to process information, so

theories abound. In the human brain, a typical neuron collects signals from others

through a host of fine structures called dendrites. The neuron sends out spikes of

electrical activity through a long, thin stand known as an axon as in figure 1.2, which

splits into thousands of branches. At the end of each branch, a structure called a synapse

converts the activity from the axon into electrical effects that inhibit or excite activity

from the axon into electrical effects that inhibit or excite activity in the connected

neurons as in figure 1.3. When a neuron receives excitatory input that is sufficiently

large compared with its inhibitory input, it sends a spike of electrical activity down its

axon. Learning occurs by changing the effectiveness of the synapses so that the

influence of one neuron on another changes

••
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Figure 1.1. Components of a neuron

Aıııon
Synapse

~~ ....

Figure 1.2. The synapse

1.8 Where are neural networks going? 

A great deal of research is going on in neural networks worldwide. This ranges from

basic research into new and more efficient learning algorithms, to networks which can

respond to temporally varying patterns (both ongoing at Stirling), to techniques for

implementing neural networks directly in silicon. Already one chip commercially

available exists, but it does not include adaptation. Edinburgh University has

implemented a neural network chip, and is working on the learning problem.

Production of a learning chip would allow the application of this technology to a whole

range of problems where the price of a PC and software cannot be justified.

There is particular interest in sensory and sensing applications: nets which learn to

interpret real-world sensors and learn about their environment.

1.9 Artificial Neurons And How They Work? 

A neural net is a physical (as in electronics) or virtual (a computer program) collection

of nodes or neurons each in some way connected to the other. Each neuron has several

inputs and several outputs. Input starts out as the message from an array of sensors. This

message is often passed through associate nets which, in a vision system, do a lot of the

pre processing of the signal before it is passed on to neurons based on the Mcf'ulloch

and Pitt's model.

9



Warren McCulloch and Walter Pitts were a team of neurophysiologist and logician who

in 1943 built a model involving resistors and amplifiers which mimicked what was

known about natural neurons. Neurons take weighted inputs and then, depending 0111 the

result, either fire or do not. This firing is then passed onto several other neurons which

take this input and, according to the weighting, act or do not act. The whole model is a

network of interconnected cells, each affecting the next.

Eventually the signal in a neural net reaches an output stage. This can be a value (male,

female) or an array of output (sound or a picture). At first this result will be near random

until the net has been trained, and trained correctly. The net has to receive enough

information through the input to be able to make the correct assumptions. For example,

one neural net was being used by the military to aid the recognition of tanks. A net was

given different pictures of tanks and had to decide whether they were Russian or

American. Each time the net got it wrong the net would learn and reorganize its

connections and weights. Eventually the net was achieving perfect results. Other

pictures from the same set as the training photographs where also correctly sorting into

American and Russian. Problems arose when a new set of photos of the same tanks was

given to the machine. This time it went back to making mistakes. This was puzzling

until someone pointed out the times of the days the photos were taken. The shadows on

the trees and tanks fell at a different angle on the American photos and the Russian

photos so the computer was sorting the photos by time of day and not by shape of tank

After different sets of photos were used at varying times of day the net learnt the error

of its ways and went back to being correct most of the time.

••

This could be said to be an example of the old adage, garbage in, garbage out. In this

case it shows that for a correct assumption to be reached by man or machine all the

correct information must be available. If there are inconsistencies or we cannot work out

why we get an answer we put it down to common sense. This is the same as neural nets.••
The weighting of neurons leads to the guessing of answers some of the time, using

information known to fill in the gaps.

In the future computers may be a hybrid of Neural net and conventional Turing based

computing. Conventional computing has the advantage of being logical and fast in

known mathematical problems. Neural nets are not good at number crunching, much as

10



the human brain finds sums harder to handle that music. Instead they excel in pattern

recognition, in tasks that require filtering and analyzing data ...
What should be pointed out is that current neural networks are about as intelligent as a

stupid insect. Neural computing, despite its history, is still a young subject and yet has

to be fully understood with true precision. Having said that it has already produced

complex results and is being used in many different fields. In the future HAL type

computers could be totally possible. Our emotions are our motivation for the things we

do; with an artificial intelligence these motivations might be totally different. As with

the rest of a life, there is no reason why we our creations should have to take natures.

Future man made intelligences may live their entire lives in environments alien to the

human mind. They could exist in different bodies and spend their time thinking about

things we would deem unimportant. They could be specialist intelligences possibly ırıot

directly comparable to our intelligence. For an example of how different a possible

intelligence can be you only need look at the second closest intelligence on the planet,

dolphins. The dolphins' and whales' worlds are radically different; it is a world of the

oceans. We now know that dolphins and whales have a symbolic language, if a lot

simpler than human language. Dolphins give each other name but, like whales, spend!

time on navigation as we spend on trying to manipulate tools. Different environments

put different priorities on a creature living in it; it is currently hard for us to imagine

what form of intelligence a creature living purely in the data sphere would take.

1.10 The Biological Neuron 

The brain is a collection of about 10 billion interconnected neurons. Each neuron is a

cell that uses biochemical reactions to receive process and transmit information. Figure
•1.4 shows schematic of biological neuron.

••
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