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The advent of B-ISDN has been heralded as the next generation of communication

systems. These networks will be based on ATM technologies. With the proleferance of

multimedia traffic over the internet it seems natural to move over to the ATM

technology .which have been designed specifically to support integration of data, voice
I - 

and video applications with guarantees of QoS. Workstations have been used to

introduce multimedia applications to the desktop, including components of voice, video

and image, besides growing amount of data. This development requires networks of

greater bandwith than commonly present today with the capability of handling

multiservice traffic on the same network.

So with the need of high bandwith and high quality of data, video traffic and quality of

service (QoS) makes the ATM technology much more popular and attractive in this
~

fields. The basic component of an ATM network is the switches. It is a switching

network technology. The ATM technology is a bit expensive due to the prices of
••.ı,

switches and the lack of API (application programming interface) standards, therefore..
designing cheaper ATM switches is the main target and a key point for the success of
ATM technology.

Keywords: ATM, Quality of Service (QoS), Congestion and Admission Control.
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CHAPTER I

L ~TRODUCTION

this chapter, the basic A1M models and feature of ATM networks are explaned. The

ic characteristics of an ATM network, how it is working and the topology of such a

etwork are explained in detail.

1.1. Introduction to ATM

Computer networks have a dramatic effect on the way they interact and communicate

with one another. Fast, effective communication is essential in our information-oriented

society and effects all aspects of our lives. Valuable information service, in both the

public and private private sectors, are currently being offered over computer networks.

Voice networks were integrated with data networks (computer and commwıication

integration) during the 1980s where as during the 1990s we are experiencing the

integration of computer, communication, and consumer electronics.

Although today's computer networks are capable of supportting many useful

application (e-mail and file sharing, for example) , they often inadequately address the

needs of emerging multimedia applications are becoming the norm rather than the

expection, it is crucial that future computer networks are designed to support these

application.

.•
1.2. ATM Insight

•

Asynchronous transfer mode (ATM) is often described as the technology that will allow

total flexibility and efficiency to be achieved in tomorrow's high-speed, multiservice,

multimedia networks. ATM has received a great deal of attention in recent years, many

"network experts" predict that ATM will be the technology that finally enables high

bandwidth, and time-critical applications. It is clear that the ATM technology will play

a central role in the evaluation of current workgroup, campus and enterprise networks.
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_ ~Thi delivers important advantages over existing LAN and WAN technologies,

- Iuding the promise of scalable bandwidths and Quality of Service (QoS) guarantees,

.hich facilitate new classes of applications such as multimedia.

the users are in the same building, and own the cable system that the network runs

over, then it's likely that we're using a Local Area Network, or LAN. LAN's tend to

operate at pretty high speeds simply because we can be sure that own cabling is of good

quality, and we don't have to send signals very far.

If the users are spread over different buildings, or different sites, or different cities or

different countries then we're using a Wide Area Network, or Wan. A key characteristic

of WANs is that we never "own'' them,. we can only ever rent them because the cables

we're using for the WAN connections are actually owned by Telecommunications

providers or PTT' s.

In the past, specific communications technologies were developed for users over a

LAN, like Ethernet or Token Ring, while totally different technologies were developed

for the WAN, like Frame Relay or X.25. In other words, if we want to communicate

from one Ethernet to another that's located in a different town, we can't use Ethernet as

the WAN link. We'd have have to convert the connection to a \VAN technology for the

journey between towns, and then back to Ethernet at the other end.

ATM is different because it can be used in the LAN or the WAN with no conversion

steps between the two. ATM is the fı?st truly integrated network technology to emerge

and it is likely to become its ultimate benefit.
•..

ATM bases it's sharing ability on the use of very small information unit called cells. An

ATM a cell is 53 bytes long, which means that in a single cell we can't even fit one line

of text from a book. However by transmitting lots of cell at very high speeds, we can

move a whole encyclopedia around in a few seconds.

The reason we can move these cells so quickly is that each cell is always exactly the

same length, and has exactly the same format of address. The address is the part of the

2



tells us where the information is going, and the more regular this address

ixma:t. the easier it is for us to perform this decision in hardware, rather than software.

Connectionless
Communication

Connection-Oriented
Communication

• Each Packet Fully
Addressed.

• All Addresses Long and
Complex.

• Each Packet Routed
Individually.

• Routing in Software.

• Each Call Fully Addressed.
• Call Addresses Long and

Complex, Cell Addresses
Short and Simple.

• Each Cell Routed Over
Existing Virtual Circuit.

• Routing in Hardware.

Figure 1.1 Connectionless and Connection-Oriented Communication

Io keep address really simple, ATM is based on connection-oriented technology. In

telephone system, we lift the receiver, dial a number and wait for a connection. When

we are finished with the cell, we dear the connection by putting the phone down. ATM

works in exactly the same way. When an ATM system wants to send information, it

dials the other system, makes a connection and sends the information. This figure l. l

compares two systems.

By operation this way, the complicated task of routing the cell is performed only once

for whole call. In LAN systems, routing has to be performed on every single frame and

this adds complexity and cost to the devices, called routers that are· usea to direct and

share information streams. When we make an ATM connection, we have the chance to

ask the network for a specific service quality. We could request the bandwidth we think

we need, or the maximum delay on the we can tolerate, and many other service

parameters.

3 I 



combination of very efficient sharing, and the chance to ask for a connection

-..ıs-..ı=.y means that ATM is also the first network technology that truly supports all

of digital information.

Quality of Service (QoS) in ATM

an ATM end station connects to the ATM network, it is essentially making a

·act with the network based on quality of service (QoS) parameters. This constract

specifies an envelope that describes the intended traffic flow. This envelope specifies

ııes for peak bandwidth, average sustained bandwidth, and burst size.

Iı is the responsibility of the ATM device to adhere to the contract by means of traffic 

shaping. Traffic shaping is the use of queues to constrain data burst, limit peak data

rate, and smooth jitter so that the traffic will fit within the promised envelope.

ATM swithes have the option of using traffic policing to enforce the contract. The

switch can measure the actual traffic flow and compare it against the agreed upon traffic

envelope. If it finds that traffic is outside of the agreed upon parameters, the switch can

set the CLP bit of the offending cells. Setting the CLP bit makes the cell discard 

eligible, which means that the switch, or any other switch handling the cell, is allowed

to drop the cell during periods of congestion.

To deliver QoS guarantees, ATM switches implement a function known as Connection

Admission Control (CAC) (Figure t2). Whenever a connection request is received, the

switch performs the CAC function. That is, the switch determines whether setting up the..
connection violets the QoS parameters of the requested connection. The switch accepts

the connection only if it can commit the resources necessary to support that traffic level

while at the same time maintaining the agreed QoS of existing connections. By

accepting the connection; the network forms a traffic contract with the user. Once the

connection is accepted, the network continues to provide the agreed QoS as long as the

user complies with the traffic contract. CAC is a local switch function and is dependent

on the architecture of the switch and local decisions on the strictnes of QoS guarantees.

4



1. Can I have connection with these

Characteristics and QoS?

X
2. Do I have the

Will this connection

ct
existing

etions?
3. Yes, you can

No, you can't

Figure 1.2. Connection Admission Control

For a given connection the major traffic contract parameters consist of the following:

1- Connection traffic descriptor, consisting of:
)Peak Cell Rate (PCR), which is the maximum cell rate a source is allowed to

maintain.
<!,

b-)Sustainable Cell Rate (SCR), which is the average cell rate source is allowed to

maintain.
c-)Maximum Burst Size (MBS), which is the maximum number of cells that a source is

allowed to send consecutively at the PCR.

2- Service category, consisting of:
a-)Constant Bit Rate(CBR). This is the highest-priority category, designed for traffic

that must meet strict throughput and delay requirements. such traffic includes voice and

interactive video. Because of the strict delay and bandwidth requirements of this kind of

service, the network must be able to maintain the PCR for every connection throughout

the connection life.
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'ariable Bit Rate (VBR). This category is designed for applications whose

..tnrnıation transfer is bursty. VBR connections are characterized in terms of PCR,

and MBS. The basic idea is that bursty transmissions at rates higher than the

5ıısrainable cell rate can occur, but must be offset by periods of lower transmission rates

that hıe average cell rate remains no higher than the sustainable cell rate. VBR comes

o types, real-time VBR and non-real-time VBR.

-)Real-time Variable Bit Rate (rtVBR). This category can carry delay-sensitive traffic

ile using less bandwidth than CBR services require. The principle difference between

lications appropriate for rt-VBR and those appropriate for rtVBR and those

propriate for CBR is that rtVBR application transmit at a rate that varies with time.

Equivalently, a rtVBR source can be characterized as somewhat bursty (e.g., voice

applications that use compression).

-)Not-real-time Variable Bit Rate (nrtVBR). This service category is intended for non­

eal-time applications that have busty traffic and do not have strict delay guarantees

{ e.g., applications like airline reservations and banking transaction).

e-)Available Bit Rate (ABR): This category is intended for data traffic, such as

Internet traffic. ABR traffic management defines flow control mechnaisms to allocate

background bandwidth fairly among applications that do not have rigorous cell transfer

delay tolerances but do have low cell loss requirements.

f-)Unspecified Bit Rate (UBR): At any given time, a certain amount of the capacity of

an ATM network is consumed in carrying CBR and two types of VBR traffic. All of

this unused capacity could be made available fot the UBR. This category is intended for

non-real-time applications, e.i., those not requiring tightly constrained delay and delay

variation. Examples are electronic mail and file transfer. UBR service does not specify

traffic related service guarantees.
ı,

1.4. Switching in ATM

ATM is the transfer mode select by CCITT (ITU) for integrated broadband

communication. The services carried by ATM all have their different requirements on

cell delay, cell jitter and cell loss. The most important part of an ATM Network is the

ATM switch. No single architecture for AJM switches has so far emerged as the "right"

way to build a switch that fulfils these sometimes confilicting requirements. Rather, the

6



architectures proposed in the literature each have their strengths and

...Jmesses.
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_.,I Architecture

Managemeiit-Pıane

Higher Layer Higher Layer

ATM Adaptaion Layer

ATM Layer

Physical Laver

Fıgure 2.1 B-ISDN Protocol Reference Model

Plane
Manag.

Layer Manag.

The ATM protocol reference model is based on standards developed by the ITU. The

protocol reference model for ATM is divided into three planes: a user plane to

transport user information, a control plane to manage signaling information, and a
0

management plane to maintain the network and carry out operational function. The

management planeis further subdivided. into. layer management and plane management
••ı,

o manage the different layers and planes (Figure 2.1 ). Protocols of the control plane

and the user plane include following layers; the physical layer, the ATM layer, and the

ATM adaptation layer. The ATM layered network architecture is shown in Figure 2.2.
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Adaptation Layer

ATM Layer

Physical Layer

Figure 2.2 Layered. Architecture of an ATM Network

1. Phsical Layer

physical layer defines a transport method for ATM cells between two ATM

ities. It is divided into two sublayers: the physical medium sublayer which is

responsible for the correct transmission and reception of bits on the physical medium,

transmission convergence sublayer which is primarily responsible for the framing

ıf data transported over the physical medium.

2.1.1 Physical Medium(PM)Sublayer

The physical medium sublayer performs medium dependent functions. For example; it

provides bit transmission capabilities including bit alignment, line coding and

electrical/optical coaversioa, The PM sublayer is also responsible for bit timing, that is

the insertion and extraction of bit" timing information. The PM sublayer currently

supports two types of interface: optical and electrical
ı,

2.1.2 Transmission.Convergence (TC)Sublayer.. . ...

Above the physical medium sublayer is the transmission convergence sublayer. The

ITU-T recommendation specifies two options for for TC sublayer transmission frame

structure: cell based and &ynchrooousDigital Hierarchy (SDH), In the.cell based case,

cells are transported continuously without any regular frame structure. Under SDH,

cells are carried in a- special frame structure based on the North American SONET
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