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ABSTRACT

Technology of Neural Network gives a computer system an amazing capacity to actually

learn from input data. Artificial neural networks have provided solutions to problems

normally requiring human observation and thought processes. Neural network simulations

appear to be a recent development. However, this field was established before the advent of

computers, and has survived at least one major setback and several eras. The computing

world has a lot to gain front neural networks. Their ability to learn by example makes them

very flexible and powerful.

The most basic components of neural networks are modelled after the structure of the

brain. Some neural network structures are not closely to the brain and some does not have a

biological counterpart in the brain. However, neural networks have a strong similarity to

the biological brain and therefore a great deal of the terminology is borrowed from

neuroscience. Given this description of neural networks and how they work, what real

world applications are they suited for? Neural networks have broad applicability to real

world business problems. In fact, they have already been successfully applied in many

industries, science, medicine, Manufacturing, and Sports.ı., Etc.

Neural networks are trained by repeatedly presenting examples to the network. Each

example includes both inputs and outputs. The network tries to learn each of your examples

in tum, calculating its output based on the inputs you provided. So, AN .N. can be trained

to solve the most difficult problems in many applications and especially in medicine.

Artificial Neural Network has Jts own mark in many fields beside medicine, such as it

goes in military and image analysis, business, industry and many other fields, Thus, neural

network have been applied to medicine to help the physician of handlingJıuge quantities of

data to diagnose diseases, drug development and others.

il



TABLE OF CONTENTS

- a ,OWLEDGMENT I
CT ii

••nı r OF CONTENTS iiı
ODUCTION 1

,R ONE: BACKGROUND OF NEURAL NETWORK 3
3

3
rical background

orical background in detail

use neural networks?

4

4

6

7

8

9

JO

10

11

12

14

14

15

15

~-..curd.I networks versus conventional computers

,bere are Neural Networks being used?

are neural networks going?

I lfxainples of Real-life Applications

/hat Can Neural Networks Be Used For?

,bat are the advantages of Neural Networks?

rhaı are the Disadvantages of the Neural Networks?

TWO ARCIDTECTURES QF NEURAL
ORKS • 16

16

16

16

17

18

19

20

._,, e-Layer Feedforward Networks

ilayer Feedforward Networks

ılil_.. ••T"T"Pnt Networks

uıwce Structures

deal Radial Basis Function Architecture

111



2.3 The Artificial Neuron 20

2.4 Building a Neural Network 21

2.5 Biological Neural Networks 22

2.6 Neural Network Learning 23

2.6.1 Supervised Learning 24

2.6.1.1 Supervised Learning divided into two parts 24

2.6.2 Unsupervised learning 25

2.6.2.1 Unsupervised divided into two parts 26

2.6.3 Applications for unsupervised nets 26

2.6.4 Hebbian learning 27

2.7 Perceptrons 27

2.8 Competitive learning II. - Limitations and Applications 28

2.8.1 The Geometric Analogy 28

2.8.2 Note the following 28

2.8.3 Classification 29

2.9 Similarity 29

2. 9.1 Algorithmof Similarity 31

2.1 O BenefitsofNeural Networks 31

2.11 Summary 33

CHAPTER THREE: APPLICATIONS OF NEURAL
NETWORKS 34

3.1 Overview 34

3.2 Applicationsof Neural Networks 34

3.3 How BrainMakerNeuralNetworkswork 35

3.4 ManufacturingApplications 36

3.4.1The use of neural networks in testingplastic quality 36

3.4.2NeuralNetworks optimizesIC production.byidentifyingfaults 36

3.4.3NeuralNetworks performsnon-destructiveconcrete strengthtesting. 38

3.4.4NeuralNetworks OptimizeEnzymeSynthesis 38

3.4.5UsingNeural Networks to DetermineSteamQuality 39

3.5 Science 40

3.5.lNeural Networks PredictsDetrimentalSolarEffects 40

3.5.2NeuralNetworks Analysisof Tran membrane-spanningProteinHelices 41

3.5.3NeuralNetwork Processingfor Spectroscopy 42

ıv



3.5.4 Using a neural network to predict El Nino 43

3.5.5 Neural Networks Predicts Rainfall 44

3.6 Stocks, Commodities and Futures 46

3.6.1 Neural Networks and Technical Analysis of Currencies 46

3.6.2 Predict Bond prices with neural network software 47

3.6.3 Predict the S&P 500 Index Neural Network Software 48

3.6.4 Predicting Stock Prices using Neural Network Software 49

3.6.5 A User Friendly Neural Network Trading System 50

3.6.6 Stock Prophet Highlights 50

3. 7 Pattern Recognition Applications 52

3.7.1 Neural Network Recognizes Voice Mail 52

3. 7.2 Neural Networks Provide Context for OCR 53

3.7.3 Chaos, Strange Attractors and Neural Networks Plots 55

3.7.4 Neural Networks Recognize Chemical Drawings 56

3.7.5 Decoding Algorithms and Predicting Sequences with Neural Networks 57

3.8 Sports Applications 58

3.8.1 Predicting Thoroughbreds Finish Time with Neural Networks 58

3.9 Business, Management, and Finance 60

3.9.1 Neural Networks Predicts Gas Index Prices 60

3.9.2 Maximize Returns on Direct Mail with Neural Network Software 61

3.9.3 Credit Scoring with Neural networks software 62

3.9.4 Real Estate Appraisal with Neural Networks 63

3.9.5 Neural Network Red-Flags Police Officers With Potential For

Misconduct 64

3.9.6 Managing Jury Summojıing with Neural Networks 66

3.9.7 Forecasting Required Highway Maintenance with Neural Networks 67
•

3.1 O Control Applications for Neural Network Systems 68

3.11 Applications by Functions for Neural Network Systems 68

3.12 Applications by Industry for Neural Networks 69

3.13 Networks for Data Association 69

3.14 Networks for Data Conceptualization 69

3.15 Networks for Data Filtering 70

3.15.1 Character Recognition 70

3.15.2 Image (data) Compression 71

V



3.15.3 Pattern Recognition 71
3.16 Summary 72

CHAPTER FOUR: MEDICAL APPLICATIONS 73
4.1 Overview 73

4.2 When Can Artificial Neural Networks Be Applied to Medicine? 73

4.2.1 Medical Diagnostic Aids 73

4.2.2 Biochemical Analysis. 74

4.2.3 Medical Image Analysis. 74

4.2.4 Drug Development 74

4.3 Neural networks in medicine 75

4.3.1 Modelling and diagnosing the Cardiovascular System 75

4.3.2 Electronic noses 76

4.3.3 Instant Physician 76

4.4 Neural Network for Breast Cancer Diagnosis 76

4.5 A Computer Program for Neural Network Aided Diagnosis oflnherited

Metabolie Diseases 77

4.6 Investigation of the use of Neural Networks for Computerised Medical Image

Analysis. 77

4.7 Tumor Diagnosis Using Back propagation Neural Network Method 78

4.8Traditional Difficulties in handling Medical Data 79

4.8.1 Organizing Medical Data 79

4.9 Classify Breast Cancer Cells with Neural Network Software 80

4.1 O Neural network Improves Hospital Treatment and Reduces Expenses 81

4.11 Neural Network predicts functional recovery 82

4.12 Diagnose Heart Attacks with Neural Network Software

4.13 Neural Network Orders Medical Laboratory Tests for ER

4.14 Classifying Psychiatric Patients for Care with Neural Networks

4.15 Diagnosing Giant Cell Arteritis with Neural Network

4.16 Summary

CONCLUSION

REFRENCES

••
82

84

84

86

87

88 

90

vı



INTRODUCTION

Chapter one aimed to show the background of the neural networks and what the reasons

and the benefits of using neural networks. And also how the neural networks improved to

be new technology in the present and the future. Neural network is defined as massively

parallel-distributed processor that has a natural propensity for storing experiential

knowledge and making it available for use. It resembles the brain in two respects: (1)

Knowledge is acquired by the network through a learning process, and (2) lntemeuron

connection strengths known as synaptic weights are used to store the knowledge.

Neural network simulations appear to be a recent development. However, this field was

established before the advent of computers, and has survived at least one major setback and

several eras. Many important advances have been boosted by the use of inexpensive

computer emulations. Neural networks learn by example. They cannot be programmed to

perform a specific task. Toe development of true N~ural Networks is a fairly recent event,

which has been met with success. Toe future of Neural Networks is wide open, and may

lead to many answers and/or questions.

Chapter two describes the architectures and basic components of neural networks; the

most basic components of neural networks are modelled after the structure of the brain.

Some neural network structures are not closely to the brain and some does not have a

biological counterpart in the brain. However, neural networks have a strong similarity to

the biological brain and therefore a great deal of the terminology is borrowed from
'

neuroscience. Neural networks are named after the cells in the human brain that perform
~

intelligent operations. The brain is made up of billions of neuron cells. Each of these cells

is like a tiny computer with extremely limited capabilities; however, connected together,
•these cells form the most intelligent system known. Neural networks are formed from

hundreds or thousands of simulated neurons connected together in much the same way as
'-,

the brains neurons.

The term 'architecture' has been much abused in the history of mankind. It has many

meanings depending on whether you are talking about buildings, inside of computers or

neural networks among other things. Even in neural networks, the term architecture and

what we have been referring to as 'type' of neural network are used interchangeably. So



when we refer to such and such architecture, it means the set of possible interconnections

(also called as topology of the network) and the learning algorithm defined for it Also

Learning algorithms, which were considered for a single perception, linear Adeline, and

multiplayer perception, belong to the class of supervised learning algorithms. Two basic

groups of unsupervised learning algorithms and related self-organizing neural networks,

namely: Hebbian Learning, Competitive Leaming. Networks such as the one just described

are called artificial neural networks (ANNs ), in the sense that they represent simplified

models of natural nerve or neural networks.

Chapter three shows the fields where the Neural Networks can be applied, Neural

Networks are performing successfully where other methods do not, recognizing and

matching complicated, vague, or incomplete patterns Neural networks have been applied in

solving a wide variety of problems. The most common use for neural networks is to project

what will most likely happen, There are many applications of Neural Networks that can be

applied in the real world. Although one may apply neural network systems for prediction,

diagnosis, planning, monitoring, debugging, repair, instruction, and control, the most

successful applications of neural networks are in categorization and pattern recognition.

A number of real applications can also be found in the Neuro Forecaster package. Based

on these successful applications, it is therefore evident that the neural network technology

can be applied to many real-world problems especially those related to -business, financial

and engineering modelling.

Chapter four will be specialized in the medical applications and describes some fields

where we can find the NN. in medicine, whetherin medical diagnostic aides, biochemical

analysis or in medical image analysis. •
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CHAPTER ONE

BACKGROUND OF NEURAL NETWORK

1.1 Overview

Neural networks have a large appeal to many researchers due to their great closeness

to the structure of the brain, a characteristic not shared by more traditional systems. In

an analogy to the brain, an entity made up of interconnected neurons, neural networks

are made up of interconnected processing elements called units, which respond in

parallel to a set of input signals given to each. The unit is the equivalent of its brain

counterpart, the neuron. A neural network consists of four main parts:

• Processing units, where each unit has certain activation level at any point in time.

• Weighted interconnections between the various processing units, which

determine how the activation of one unit leads to input for another unit.

• An activation rule, which acts on the set of, input signals at a unit to produce

anew output signal, or activation.

• Optionally, a Learning rule that specifies how to adjust the weights for a given

input/output pairs.

1.2 What is a Neural Network?

An Artificial Neural Network (ANN) is an information-processing paradigm that is
"'inspired by the way biological nervous systems, such as the brain, process information.

The key element of this paradigm is the novel structure of the info~ation processing.
system. It is composed of a large number of highly interconnected processing elements

(neurones) working in unison to solve specific problems. ANNs, like people, learn by

example. An ANN is configured for a specific application, such as pattern recognition

or data classification, through a learning process. Learning in biological systems

involves adjustments to the synaptic connections that exist between the neurones. This

is true ofANNs as well.
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1.3 Historical background

Neural network simulations appear to be a recent development. However, this field

was established before the advent of computers, and has survived at least one major

setback and several eras.

Many importand advances have been boosted by the use of inexpensive computer

emulations. Following an initial period of enthusiasm, the field survived a period of

frustration and disrepute. During this period when funding and professional support was

minimal, important advances were made by relatively few researchers. These pioneers

were able to develop convincing technology, which surpassed the limitations identified

by Minsky and Papert. Minsky and Papert, published a book (in 1969) in which they

summed up a general feeling of frustration (against neural networks) among

researchers, and was thus accepted by most without further analysis. Currently, the

neural network field enjoys a resurgence of interest and a corresponding increase in

funding [ 1 ] .

1.4 Historical background in detail
The history of neural networks that was described above can be divided into

several periods:

First Attempts: There were some initial simulations using formal logic. McCulloch

and Pitts ( 1943) developed models of neural networks based on their understanding of

neurology. These models made several assumptions about how neurons worked [2].

Their networks were based on simple neurons, which were considered to be binary

devices with fixed thresholds. The results of their model were simple logic functions
"such as "a or b" and "a and b". Another attempt was by using computer simulations.

'
Two groups (Farley and Clark, 1954; Rochester, Holland, Haibit and ,Puda, 1956). The

first group (IBM researchers) maintained closed contact with neuroscientists at McGill

University. So whenever their models did not work, they consulted the neuroscientists.

This interaction established a multidiscilinary trend, which continues to the present day

Promising & Emerging Technology: Not only was neroscience influential in the

development of neural networks, but psychologists and engineers also contributed to the

progress of neural network simulations. Rosenblatt ( 1958) stirred considerable interest

and activity in the field when he designed and developed the Perceptron. The

Perceptron had three layers with the middle layer known as the association layer[3].
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This system could learn to connect or associate a given input to a random output unit.

Another system was the ADALINE (ADAptive Llnear Element), which did Widrow

and Hoff (of Stanford University) develop in 1960. The ADALINE was an analogue

electronic device made from simple components. The method used for learning was

different to that of the Perceptron, it employed the Least-Mean-Squares (LMS) learning

rule[ 4].

Period of Frustration & Disrepute: In 1969 Minsky and Papert wrote a book in

which they generalized the limitations of single layer Perceptrons to ınultilayered

systems. In the book they said: " ...our intuitive judgment that the extension (to

multilayer systems) is sterile". The significant result of their book was to eliminate

funding for research with neural network simulations. The conclusions supported the

disenchantment of researchers in the field. As a result, considerable prejudice against

this field was activated.

Innovation: Although public interest and available funding were minimal, several

researchers continued working to develop neuromorphically based computational

methods for problems such as pattern recognition.

During this period several paradigms were generated which modern work continues to

enhance.Grossberg's (Steve Grossberg and Gail Carpenter in 1988) influence founded a

school of thought which explores resonating algorithms. They developed the ART

(Adaptive Resonance Theory) networks based on biologically plausible models.

Anderson and Kohonen developed associative techniques independent of each other.

Klopf (A. Henry Klopf) in 1972 developed a basis for learning in artificial neurons

based on a biological principle for neuronal learning called heterostasis.

Werbos (Paul Werbos 1974) developed and used the back-propagation learning method,
••however several years passed before this approach was popularized. Back-propagation

nets are probably the best known and widely applied of the neural networks today. In
•

essence, the back-propagation nets [5]. Is a Perceptron with multiple layers, a different

thershold function in the artificial neuron, and a more robust and capable learning rule.

Amari (A. Shun-lehi 1967) was involved with theoretical developments: he published a

paper, which established a mathematical theory for a learning basis (error-correction

method) dealing with adaptive patern classification. While Fukushima (F. Kunihiko)

developed a step wise trained rnultilayered neural network for interpretation of

handwritten characters. The original network was published in 1975 and was called the

Cognitron.
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Re-Emergence: Progress during the late 1970sand early 1980s was important to the

re-emergence on interest in the neural network field[6). Several factors influenced this

movement. For example, comprehensive books and conferences provided a forum for

people in diverse fields with specialized technical languages, and the response to

conferences and publications was quite positive. The news media picked up on the

increased activity and tutorials helped disseminate the technology. Academic programs

appeared and courses were inroduced at most major Universities (in US and Europe).

Attention is now focused on funding levels throughout Europe, Japan and the US and as
,

this funding becomes available, several knew commercial with applications in industry

and financial institutions are emerging.

Today: Significant progress has been made in the field of neural networks-enough to

attract a great deal of attention and fund further research. Advancement beyond current

commercial applications appears to be possible, and research is advancing the field on

many fronts. Neurally based chips are emerging and applications to complex problems

developing. Clearly, today is a period of transition for neural network technology.

1.5 Why use neural networks?

Either humans or other computer techniques can use neural networks, with their

remarkable ability to derive meaning from complicated or imprecise data, to extract

patterns and detect trends that are too complex to be noticed. A trained neural network

can be thought of as an "expert" in the category of information it has been given to

analyse. This expert can then be used to provide projections given new situations of

interest and answer "what if' questions.
. ~

Other advantages ınclude:

Adaptive learning: An ability to learn how 'to do tasks based on the data given for
•

training or initial experience.

Self-Organization: An ANN can create its own organization or representation of the

information it receives during learning time.

Real Time Operation: ANN computations may be carried out in parallel, and special

hardware devices are being designed and manufactured which take advantage of this

capability.
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Fault Tolerance via Redundant Information Coding: Partial destruction of a network

leads to the corresponding degradation of performance. However, some network

capabilities may be retained even with major network damage.

1.6 Neural networks versus conventional computers

Neural networks take a different approach to problem solving than that of

conventionalcomputers. Conventionalcomputers use an algorithmic approach i.e. the

computer follows a set of instructions in order to solve a problem. Unless the specific

steps that the computer needs to follow are known the computer cannot solve the

problem That restricts the problem solving capability of conventional computers to

problemsthat we already understandand know how to solve. But computerswould be

so muchmoreuseful if they coulddo thingsthat we don't exactlyknow how to do.

Neural networks process information in a similar way the human brain does. The

network is composed of a large number of highly interconnected processing

elements(neurones)working in parallel to solve a specific problem. Neural networks

learnby example.Theycannot be programmedto performa specific task. The examples

must be selected carefully otherwise useful time is wasted or even worse the network

might be functioningincorrectly.The disadvantageis that becausethe network findsout

howto solvethe problemby itself, its operationcan be unpredictable.

On the other hand, conventional computers use a cognitive approach to problem

solving; the way the problem is to solve must be known and stated in small

unambiguous instructions. These instructions are then converted to a high-level

languageprogram and then into machinecode that the computer can understand.These

machines are totally predictable; if anything goes wrong is due to a software or

hardwarefault.
Neural networks and conventionalalgorithmiccomputers are not in competitionbut

complementeach other. There are tasks are more suited to an algorithmicapproach like

arithmeticoperations and tasks that are more suited to neural networks. Even more, a

large number of tasks require systems that use a combination of the two approaches

(normallya conventional computer is used to supervisethe neural network) in order to

performat maximumefficiency.
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1.7 Where are Neural Networks being used?

Neural networks are performing successfully where other methods do not,

recognizing and matching complicated, vague, or incomplete patterns. Neural networks

have been applied in solving a wide variety of problems.

The most common use for neural networks is to project what will most likely happen.

There are many areas where prediction can help in setting priorities. For example, the

emergency room at a hospital can be a hectic place, to know who needs the most critical

help can enable a more successful operation. Basically, all organizations must establish

priorities, which govern the allocation of their resources. Neural networks have been

used as a mechanism of knowledge acquisition for expert system in stock market

forecasting with astonishingly accurate results. Neural networks have also been used for

bankruptcy prediction for credit card institutions.

Although one may apply neural network systems for interpretation, prediction,

diagnosis, planing, monitoring, debugging, repair, instruction, and control, the most

successful applications of neural networks are in categorization and pattern recognition.

Such a system classifies the object under investigation (e.g. an illness, a pattern, a

picture, a chemical compound, a word, the financial profile of a customer) as one of

numerous possible categories that, in return, may trigger the recommendation of an

action (such as a treatment plan or a financial plan.

A company called Nestor, have used neural network for financial risk assessment for

mortgage insurance decisions, categorizing the risk of loans as good or bad. Neural

networks has also been applied to convert text to speech, NETtalk is one of the systems

developed for this purpose. Image processing and pattern recognition form an important

area of neural networks, probably one of the most actively research areas of neural

networks.

An other of research for application of neural networks is character recognition and

handwriting recognition. This area has use in banking, credit card processing and other

financial services, where reading and correctly recognizing handwriting on documents

is of crucial significance. The pattern recognition capability of neural networks has been

used to read handwriting in processing checks, the amount must normally be entered

into the system by a human. A system that could automate this task would expedite

check processing and reduce errors. One such system has been developed by HNC

(Hecht-Nielsen Co.) for Bank:Tec.

,:~
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