
NEAR EAST UNIVERSITY

Faculty of Engineering

Department of Computer Engineering

Genetic Algorithm Based Optimization

Graduation Project
COM-400

Student: Yahya Safarinı

I

~Supervisor: Assoc. Prof. Dr. Rahib Abiyev

Nicosia - 2003



ACKNOWLEDGEMENTS

"First I would like to thank my supervisor Assoc. Prof Dr. Rahib Abiyevfor his great

advice andrecommendations tofinish this workproperly.

Although Ifaced manyproblem collections data but has guiding me the appropriate

references.(DR Rahib) thanks a lotfor your invaluable and continual support.

Second, I would like to thank myfamilyfor their constant encouragement and support

during thepreparation of this work specially my brothers (Mohammed and Ahmed) .

Third, I thank all the staff of thef acuity of engineeringfor giving me thefacilities to

practice and solving any problem I was.facing during working in thisproject.

Forth I do not want toforget my bestfriends (Mana.I),(Saleh),(Abu habib) and all

friendsfor helping me tofinish this work in short time by their invaluable

encouragement.

Finally thanksfor all of myfriends for their advices and support specially Terak

Ahmed,Mohammed Darabie ,Anas Badran,Adham Sheweiki ,Bilal Qarqour and

Mohammad Qunj.



ABSTRACT

By increasing complexity of processes, it has become very difficult to control them on the base of

traditional methods. In such condition it is necessary to use modem methods for solving these

problems. One of such method is global optimization algorithm based on mechanics of natural

selection and natural genetics, which is called Genetic Algorithms. In this project the application

problems of genetic algorithms for optimization problems, its specific characters and structures

are given. The basic genetic operation: Selections, reproduction, crossover and mutation

operations are widely described the affectivity of genetic algorithms for optimization problem

solving is shown. After the representation of optimizations problem, structural optimization and

the finding of optimal solution of quadratic equation are given.

The practical application for selection, reproduction, crossover, and mutation operation are

shown. The fiınctional implementation of GA based optimization in MATLAB programming

language is considered. Also the multi-modal optimization problem, some methods for global

optimization and the application of Niching method for multi-modal optimization are discussed.
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INTRODUCTION

This is an introduction to genetic algorithm methods for optimization. Genetic

Algorithms were formally introduced in the United States in the 1970s by John Holland

at University of Michigan. The continuing price/performance improvements of

computational systems has made them attractive for some types of optimization. In

Particular, genetic algorithms work very well on mixed (continuous and discrete),

Combinatorial problems. They are less susceptible to getting 'stuck' at local optima than

gradient search methods. But they tend to be computationally expensive.

To use a genetic algorithm, you must represent a solution to your problem as a

genome (or chromosome). The genetic algorithm then creates a population of solutions

and applies genetic operators such as mutation and crossover to evolve the solutions in

order to find the best one(s).
This presentation outlines some of the basics of genetic algorithms. The three most

important aspects of using genetic algorithms are: (1) definition of the objective

function, (2) definition and implementation of the genetic representation, and (3)

definition and implementation of the genetic operators. Once these three have been

defined, the generic genetic algorithm should work fairly well. Beyond that you can try

many different variations to improve performance, find multiple optima (species - if

they exist), or parallelizethe algorithms.
The genetic algorithm uses stochastic processes, but the result is distinctly non

random (better than random).
GENETIC Algorithms are used for a number of different application areas. An

example of this would be multidimensional OPTIMIZATION problems in which the

character string of the CHROMOSOME can be used to encode the values for the

different parameters being optimized.
In practice, therefore, we can implement this genetic model of computation by

having arrays of bits or characters to represent the Chromosomes. Simple bit

manipulation operations allow the implementation of CROSSOVER, MUTATION and

other operations. Although a substantial amount of research has been performed on

variable- length strings and other structures, the majority of work with GENETIC

Algorithms is focused on fixed-length character strings. We should focus on both this

aspect of fixed-length ness and the need to encode the representation of the solution
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being sought as a character string, since these are crucial aspects that distinguish

GENETIC PROGRAMMING, which does not have a fixed length representation and

there is typically no encoding of the problem.

When the GENETIC ALGORITHM is implemented it is usually done in a manner

that involves the following cycle: Evaluate the FITNESS of all of the Individuals in the

POPULATION. Create a new population by performing operations such as

CROSSOVER, fitness-proportionate REPRODUCTION and MUTATION on the

individuals whose fitness has just been measured. Discard the old population and iterate

using the new population.

One iteration of this loop is referred to as a GENERATION. There is no

theoretical reason for this as an implementation model. Indeed, we do not see this

punctuated behavior in Populations in nature as a whole, but it is a convenient

implementation model.

The first GENERATION (generation O) of this process operates on a

POPULATION of randomly generated Individuals. From there on, the genetic

operations, in concert with the FITNESS measure, operate to improve the population.
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CHAPTER ONE

WHAT ARE GENETIC ALGORITHMS (GAs)?

1.1 What Are Genetic Algorithms (GAs)?

Genetic Algorithms (GAs) are adaptive heuristic search algorithm based on

the evolutionary ideas of natural selection and genetics. As such they represent an

intelligent exploitation of a random search used to solve optimization problems.

Although randomised, GAs are by no means random, instead they exploit historical

information to direct the search into the region of better performance within the search

space. The basic techniques of the GAs are designed to simulate processes in natural

systems necessary for evolution, specially those follow the principles first laid down by

Charles Darwin of "survival of the fittest.". Since in nature, competition among

individuals for scanty resources results in the fittest individuals dominating over the

weaker ones.

1.2 Defining Genetic Algorithms

What exactly do we mean by the term Genetic Algorithms Goldberg (1989) defines

it as:

Genetic algorithms are search algorithms based on the mechanics of natural

selection and natural genetics.

Bauer (1993) gives a similar definition in his book:

Genetic algorithms are software, procedures modeled after genetics and evolution.

GAs exploits the idea of the survival of the fittest and an interbreeding population

to create a novel and innovative search strategy. A population of strings, representing

solutions to a specified problem, is maintained by the GA. The GA then iteratively

creates new populations from the old by ranking the strings and interbreeding the fittest

to create new strings, which are (hopefully) closer to the optimum solution to the

problem at hand. So in each generation, the GA creates a set of strings from the bits and

pieces of the previous strings, occasionally adding random new data to keep the

population from stagnating. The end result is a search strategy that is tailored for vast,

complex, multimodal search spaces. GAs are a form of randomized search, in that the

way in which strings are choisen and combined is a stochastic process. This is a

radically different approach to the problem solving methods used by more traditional
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1.4 The Iteration Loop of a Basic Genetic Algorithm

Rarıdomlycreated
lnltial Population

Selection
(v.ıtıoıe population)

Pc 1-Pc

Recom bination

No 

End

Figure 1.1.

1.5 Biology
Genetic algorithms are used in search and optimization, such as finding the

maximumof a function over some domain space.

1. In contrast to deterministic methods like hill climbing or brute force complete

enumeration, genetic algorithmsuse randomization.

2. Points in the domain space of the search, usually real numbers over some range, are

encoded as bit strings, called chromosomes.

3. Each bit position in the string is called a gene.

4. Chromosomes may also be composed over some other alphabet than {0,1}, such as

integers or real numbers, particularly if the search domain is multidimensional.

5. GAs are called "blind" because they have no knowledge of the problem.

1.6 An Initial Population of Random Bit Strings is Generated
1. The members of this initial population are each evaluated for their fitness or

goodness in solving the problem.
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2. If the problem is to maximize a function f(x) over some range [a,b] of real numbers

and if f(x) is nonnegative over the range, then f(x) can be used as the fitness of the bit

string encoding the value x.

From the initial population of chromosomes, a new population is generated using

three genetic operators: reproduction, crossover, and mutation.

1. These are modeled on their biological counterparts.

2. With probabilities proportional to their fitness, members of the population are

selected for the new population.
3. Pairs of chromosomes in the new population are chosen at random to exchange

genetic material, their bits, in a mating operation called crossover. This produces two

new chromosomes that replace the parents.

4. Randomly chosen bits in the offspringare flipped, called mutation.

The new population generated with these operators replaces the old population.

1. The algorithm has performed one generation and then repeats for some specified

number of additional generations.
2. The population evolves, containingmore and more highlyfit chromosomes.

3. When the convergence criterion is reached, such as no significant further increase in

the average fitness of the population, the best chromosome produced is decoded into

the search space point it represents.
Genetic algorithms work in many situations because of some hand waving called

The Schema Theorem.
'' Short, low-order, above-average fitness schemata receive exponentially

increasing trials in subsequent generations."

1.7 Genetic Algorithm Overview
GOLD optimises the fitness score by using a genetic algorithm.

1. A population of potential solutions (i.e. possible docked orientations of the

ligand) is set up at random. Each member of the population is encoded as a

chromosome, which contains information about the mapping of ligand H­

bond atoms on (complementary) protein H-bond atoms, mapping of

hydrophobic points on the ligand onto protein hydrophobic points, and the

conformation around flexibleligand bonds and protein OH groups.
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2. Each chromosome is assigned a fitness score based on its predicted binding

affinity and the chromosomes within the population are ranked according to

fitness.

3. The population of chromosomes is iteratively optimised. At each step, a

point mutation may occur in a chromosome, or two chromosomes may mate

to give a child. The selection of parent chromosomes is biased towards fitter

members of the population, i.e. chromosomes corresponding to ligand

<lockings with good fitness scores.

1.7.1 A Number of Parameters Control The Precise Operation of The
Genetic Algorithm, viz.

1. Population size.

2. Selection pressure.

3. Number of operations.

4. Number of islands.

5. Niche size.

6. Operator weights: migrate, mutate, crossover.

7. Annealingparameters: van der Waals, hydrogen bonding.

1.7.1.1 Population Size

1. The genetic algorithm maintains a set of possible solutions to the problem. Each

possible 'solution is known as a chromosome and the set of solutions is termed a
population.

2. The variable Population Size (or popsize) is the number of chromosomes in

the population. If n_islands is greater than one (i.e. the genetic algorithm is

split over two or more islands), pop size is the population on each island.

1.7.1.2 Selection Pressure

1. Each of the genetic operations (crossover, migration, mutation) takes

information from parent chromosomes and assembles this information in

child chromosomes. The child chromosomes then replace the worst

members of the population.

2. The selection of parent chromosomes is biased towards those of high fitness,

i.e. a fit chromosome is more likelyto be a parent than an unfit one.

. 3. The selection pressure is defined as the ratio between the probability that the

most fit member of the population is selected as a parent to the probability
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that an average member is selected as a parent. Too high a selection pressure

will result in the population converging too early.

4. For the GOLD docking algorithm, a selection pressure of 1. 1 seems

appropriate, although 1. 125 may be better for library screening since the aim

is for faster oonvergeeoe

1.7.1.3 Number of Operations

1. The genetic algorithm starts off with a random population (each value in

every chromosome is set to a random number). Genetic operations

(crossover, migration, mutation are then applied iteratively to the population.

The parameter Number of Operations (or maxops) is the number of

operators that are applied over the course of a GA run.

2. It is the key parameter in determininghow long a GOLD run will take.

1.7.1.4 Number of Islands

1 . Rather than maintaining a single population, the genetic algorithm can

maintain a number of populations that are arranged as a ring of islands.

Specifically, the algorithm maintains n_islands populations, each of size

popsıze.

2. Individuals can migrate between adjacent islands using the migration

operator.

3. The effect of n_islands on the efficiencyof the genetic algorithm is uncertain.

1.7.1.5 Niche Size

1 . Niching is a common technique used in genetic algorithms to preserve diversity

within the population.

2. In GOLD, two individuals share the same niche if the rmsd between the coordinates

of their donor and acceptor atoms is less than 1. O A.
3. When adding a new individual to the population, a count is made of the number of

individuals in the population that inhabit the same niche as the new chromosome. If

there are more than NicheSize individuals in the niche, then the new individual

replaces the worst member of the niche rather than the worst member of the total

population.
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1.7.1.6 Operator Weights: Migrate, Mutate, Crossover

1. The operator weights are the parameters Mutate, Migrate and Crossover (or

Pt_cross).
2. They govern the relative frequencies of the three types of operations that can

occur during a genetic optimization: point mutation of the chromosome,

migration of a population member from one island to another, and crossover

(sexual mating) of two chromosomes.
3. Each time the genetic algorithm selects an operator, it does so at random. Any

bias in this choice is determined by the operator weights. For example, if

Mutate is 40 and Crossover is 1 O then, on average, four mutations will be

applied for every crossover.
4. The migrate weight should be zero if there is only one island, otherwise

migration should occur about 5% of the time.

1.7.1.7 Annealing Parameters: van der Waals, hydrogen bonding

1. The annealing parameters, van der Waals and Hydrogen Bonding, allow poor

hydrogen bonds to occur at the beginning of a genetic algorithm run, in the

expectation that they will evolve to better solutions.
2. At the start of a GOLD run, external van der Waals (vdw) energies are cut off

when Eij > van der Waals * kij, where kij is the depth of the vdw well

between atoms i and j. At the end of the run, the cut-off value is FINISH

VDW LINEAR CUTOFF.
3. This allows a few bad bumps to be tolerated at the beginning of the run.

4. Similatlythe parameters Hydrogen Bonding and
FINAL_VIRTUAL_PT~MATCH_MAX are used to set starting and finishing

values ofmax distance (the distance between donor hydrogen and fitting

point must be less than max_distance for the bond to count towards the

fitness score). This allows poor hydrogen bonds to occur at the beginning of a

GA run.
5. Both the vdw and H-bond annealing must be gradual and the population

allowed plenty oftime to adapt to changes in the fitness function.

1.8 Genetic Operations
In order to improve the current population, genetic algorithms commonly use three

different genetic operations. These are reproduction, crossover, and mutation. Both
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reproduction and crossover can be viewed as operations that force the population to

converge. They do this by promoting genetic qualities that are already present in the

population. Conversely, mutation promotes diversity within the population. In general,

reproduction is a fitness preserving operation, crossover attempts to use current positive

attributes to enhance fitness, and mutation introduces new qualities in an attempt to

increase fitness.

1.8.1 Reproduction

The reproduction genetic operation is an asexual operation. Reproduction involves

making an exact copy of an individual from the current population into the next

generation. The selection of which individuals will be copied into the next generation is

done probabilistically based upon relative fitness. Suppose that a gene g exists such

that \Ih F (g) ~ F (h) . Then the reproduction operation will be performed on gene h

with a probability;~;~ . This selection method ensures all valid genes (i.e. genes that

actually solve the problem) have a probability of being chosen for the reproduction

operation since F(h) > O for all genes h that represent a valid solution to the problem

that is being solved.

1.8.2 Crossover

The crossover operation is the most important genetic op,eration. This operation is

used to create new individuals by combining the qualities of 2 or more genes (See Fig.

1.2).

Parents

01011011 

T
10110001 

0101 0001--- 10111011~~

Children

Figure 1.2. The crossover operation
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A decision must be made as to which individuals are to be involved in the

crossover operation. The method that was used to make this decision in the genetic

algorithms under consideration is a form of Boltzmann tournament selection. A

Boltzmann tournament proceeds as follows: two genes g and h are selected at random

from the current population and are entered into a tournament. If F(g) > F(h) then g

wins the tournament, otherwise h wins the tournament. The winner will advance to

compete in another tournament with a randomly chosen individual. For the

implementation, there were 3 tournaments performed in order to choose each parent.

The most general statement of a Boltzmann tournament requires the selection of h to

satisfyIF (g) - F(h)! 2 <f; , for some ¢> [Mafoud9l]. For the implementations, a value of

</> = O was used.

1.8.3 Mutation

Selection and crossover alone can obviously generate a staggering amount of

differing strings. However, depending on the initial population chosen, there may not be

enough variety of strings to ensure the GA sees the entire problem space. Or the GA

may find itself converging on strings that are not quite close to the optimum it seeks due

to a bad initialpopulation.

Some of these problems are overcome by introducing a mutation operator into the

GA. The GA has a mutation probability, m, which dictates the frequency at which

mutation occurs. Mutation can be performed either during selection or crossover

(though crossover is more usual). For each string element in each string in the mating

pool, the GA checks to see if it should perform a mutation. If it should, it randomly

changes the element value to a new one. In our binary strings, 1 s are changed to Os and

Os to 1 s. For example, the GA decides to mutate bit position 4 in the string 10000:

10000 Mutate :ıııı 10010

Figl.3 .The mutation operator

The resulting string is 1001 O as the fourth bit in the string is flipped. The mutation

probability should be kept very low (usually about 0.001%) as a high mutation rate will

destroy fit strings and degenerate the GA algorithm into a random walk, with all the

associated problems.

But mutation will help prevent the population from stagnating, adding "fresh

blood", as it were, to a population. Remember that much of the power of a GA comes
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