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ABSTRACT 

This projects presents the application of Artificial Neural Networks to pattern recognition 

problem. To solve this problem in the project the description of neural network its 

modeling and learning are described. The structure of neural networks and its learning 

algorithms are given. Using neural networks the steps of pattern recognition problem are 

described. Also Image Enhancement, Compression are briefly explained. Finally 

recognizing of the 26 hand shapes of the American Sign Language alphabet, using a 

neural network are described. Two additional signs, 'space', and 'enter' are added to the 

alphabet to allow the user to form words or phrases and send them to a speech 

synthesizer. Since the hand shape for a letter varies from one signer to another, this is a 

28-class pattern recognition system. At the end the application problem of neural network 

to fingerprint identification problem is described. 
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Image Processing 

1. IMAGE PROCESSING 

1.1 Overview 

This chapter presents an overview of image processing, image analysis systems, dividing 

the spectrum of techniques in image analysis into three basic areas is conceptually useful. 

Finally, high-level processing involves recognition and interpretation, the principal 

subjects of this chapter. 

1.2 Introduction 

Image analysis is a process of discovering, identifying, and understanding patterns that 

are relevant to the performance of an image-based task. One of the principal goals of 

image analysis by computer is to endow a machine with the capability to approximate, in 

so me sense, a similar capability in human beings. For example, in a system for 

automatically reading images of typed documents, the patterns of interest are 

alphanumeric characters, and the goal is to achieve character recognition accuracy that is 

as close as possible to the superb capability exhibited by human beings for performing 

such tasks. 

Thus an automated image analysis system should be capable of exhibiting vanous 

degrees of intelligence. The concept of intelligence is somewhat vague, particularly with 

reference to a machine. However, conceptualizing various types of behavior generally 

associated with intelligence is not difficult. Several characteristics come immediately to 

mind: (I) the ability to extract pertinent information from a background of irrelevant 

details; (2) the capability to learn from examples and to generalize this knowledge so that 

it will apply in new and different circumstances; and (3) the ability to make inferences 

from incomplete information. 

Image analysis systems with these characteristics can be designed and implemented for 

limited operational environments. However, we do not yet know how to endow these 

systems with a level of performance that comes even close to emulating human 

capabilities in performing general image analysis functions. Research in biological and 

computational systems continually is uncovering new and promising theories to explain 
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human visual cognition. However, the state of the art in computerized image analysis for 

the most part is based on heuristic formulations tailored to solve specific problems. For 

example, some machines are capable of reading printed, properly formatted documents at 

speeds that are orders of magnitude faster than the speed that the most skilled human 

reader could achieve. However, systems of this type are highly specialized and thus have 

little or no extendability. 

1.3 Elements of Image Analysis 
Dividing the spectrum of techniques in image analysis into three basic areas is 

conceptually useful. These areas are ( l) low-level processing, (2) intermediate level 

processing, and (3) high-level processing. Although these subdivisions have no definitive 

boundaries, they do provide a useful framework for categorizing the various processes 

that are inherent components of an autonomous image analysis system. Figure 2.1 

illustrates these concepts, with the overlapping dashed lines indicating that clear-cut 

boundaries between processes do not exist For example, thresholding may be viewed as 

an enhancement (preprocessing) or a segmentation tool, depending on the application. 

Low-level processing deals with functions that may be viewed as automatic reactions, 

requiring no intelligence on the part of the image analysis system. We treat image 

acquisition and preprocessing as low-level functions. This classification encompasses 

activities from the image formation process itself to compensations, such as noise 

reduction or image deblurring. Low-level functions may be compared to the sensing and 

adaptation processes that a person goes through when trying to find a seat immediately 

after entering a dark theater from bright sunlight. The (intelligent) process of finding an 

unoccupied seat cannot begin until a suitable image is available. The process followed by 

the brain in adapting the visual system to produce such an image is an automatic, 

unconscious reaction. 

Intermediate-level processing deals with the task of extracting and characterizing 

components (say, regions) in an image resulting from a low-level process. As figure 1.1 

indicates, intermediate-level processes encompass segmentation and description, using 

techniques. Some capabilities for intelligent behavior have to be built into flexible 

segmentation procedures. For example, bridging small gaps in a segmented boundary 
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involves more sophisticated elements of problem solving than mere low-level automatic 

reactions. 

Intermediate-level processing 
----------------------------------------------- 1 

Representation 
and description 

Segmentation 

I 

-•------------:-------- I 

Preprocessing 

Knowledge base Result Recognition and 
interpretation 

Image 
acquisition 

I 

·-----------------------------------' 
Low-level processing High-level processing 

Figure 1.1 Elements oflmage Analysis 

Finally, high-level processing involves recognition and interpretation, the principal 

subjects of this chapter. These two processes have a stronger resemblance to what 

generally is meant by the term intelligent cognition. The majority of techniques used for 

low- and intermediate-level processing encompass a reasonably well-defined set of 

theoretic formulations. However, as we venture into recognition, and especially into 

interpretation, our knowledge and understanding of fundamental principles becomes far 

less precise and much more speculative. This relative lack of understanding ultimately 

results in a formulation of constraints and idealizations intended to reduce task 

complexity to a manageable level. The end product is a system with highly specialized 

operational capabilities. 

3 



• 

Image Processing 

The material in the following sections deals with: (1) decision-theoretic methods for 

recognition, (2) structural methods for recognition, and (3) methods for image 

interpretation. Decision-theoretic recognition is based on representing patterns in vector 

form and then seeking approaches for grouping and assigning pattern vectors into 

different pattern classes. The principal approaches to decision-theoretic recognition are 

minimum distance classifiers, correlators, Bayes classifiers, and neural networks. In 

structural recognition, patterns are represented in symbolic form (such as strings and 

trees), and recognition methods are based on symbol matching or on models that treat 

symbol patterns as sentences from an artificial language. Image interpretation deals with 

assigning meaning to an ensemble of recognized image elements. The predominant 

concept underlying image interpretation methodologies is the effective organization and 

use of knowledge about a problem domain. Current techniques for image interpretation 

are based on predicate logic, semantic networks, and production (in particular, expert) 

systems. 

1.4 Patterns and Pattern Classes 
As stated in Section 2.2, the ability to perform pattern recognition at some level is 

fundamental to image analysis. Here, a pattern is a quantitative or structural description 

of an object or some other entity of interest in an image. In general, a pattern is formed by 

one or more descriptors. In other words, a pattern is an arrangement of descriptors. (The 

name features is of ten used in the pattern recognition literature to denote descriptors.) A 

pattern class is a family of patterns that share some common properties. Pattern classes 

are denoted w,, w2, .... , CJM where M is the number of classes. Pattern recognition by 

machine involves techniques for assigning patterns to the irrespective c 1 asses 

automatically and with as little human intervention as possible. 

4 
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1.5 Error Matrics 

Two of the error metrics used to compare the various image compression techniques are 

the Mean Square Error (MSE) and the Peak Signal to Noise Ratio (PSNR). The MSE is 

the cumulative squared error between the compressed and the original image, whereas 

PSNR is a measure of the peak error. The mathematical formulae for the two are 

M 1-T 
1 ""' ""' 2 

:t,,fN L L [I (x,y) - I' (x,y)] 
y=l x=l ( 1.1) 

PSNR = 20 * loglO (255 I sqrt(MSE)) 

where I(x,y) is the original image, l'(x,y) is the approximated version (which is actually 

the decompressed image) and M,N are the dimensions of the images. A lower value for 

MSE means lesser error, and as seen from the inverse relation between the MSE and 

PSNR, this translates to a high value of PSNR. Logically, a higher value of PSN R is good 

because it means that the ratio of Signal to Noise is higher. Here, the 'signal' is the 

original image, and the 'noise' is the error in reconstruction. So, if you find a compression 

scheme having a lower MSE (and a high PSNR), you can recognize that it is a better one. 

1.6 The Outline 

We'll take a close look at compressing grey scale images. The algorithms explained can 

be easily extended to color images, either by processing each of the color planes 

separately, or by transforming the image from RGB representation to other convenient 

representations like YUV in which the processing is much easier. 

The usual steps involved in compressing an image are 

1. Specifying the Rate (bits available) and Distortion (tolerable error) parameters for 

the target image. 

2. Dividing the image data into various classes, based on their importance. 

5 
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3. Dividing the available bit budget among these classes, such that the distortion is a 

rrurumum. 

4. Quantize each class separately using the bit allocation information derived in step 

3. 

5. Encode each class separately using an entropy coder and write to the file. 

Remember, this is how 'most' image compression techniques work. But there are 

exceptions. One example is the Fractal Image Compression technique, where possible 

self similarity within the image is identified and used to reduce the amount of data 

required to reproduce the image. Traditionally these methods have been time consuming, 

but some latest methods promise to speed up the process. 

Reconstructing the image from the compressed data is usually a faster process than 

compression. The steps involved are 

1. Read in the quantized data from the file, using an entropy decoder. (Reverse of 

step 5). 

2. Dequantize the data. (Reverse of step 4 ). 

3. Rebuild the image. (Reverse of step 2). 

1..6.1 Classifying Image Data 

An image is represented as a two-dimensional array of coefficients, each coefficient 

representing the brightness level in that point. When looking from a higher perspective, 

we can't differentiate between coefficients as more important ones, and lesser important 

ones. But thinking more intuitively, we can. Most natural images have smooth color 

variations, with the fine details being represented as sharp edges in between the smooth 

variations .. Technically, the smooth variations in color can be termed as low frequency 

variations and the sharp variations as high frequency variations. 

6 
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The low frequency components (smooth variations) constitute the base of an image, and 

the high frequency components (the edges which give the detail) add upon them to refine 

the image, thereby giving a detailed image. Hence, the smooth variations are demanding 

more importance than the details. 

Separating the smooth variations and details of the image can be done in many ways. One 

such way is the decomposition of the image using a Discrete Wavelet Transform (DWT). 

1.6.2 The DWT of an Image 

The procedure goes like this. A low pass filter and a high pass filter are chosen, such that 

they exactly halve the frequency range between themselves. This filter pair is called the 

Analysis Filter pair. First, the low pass filter is applied for each row of data, thereby 

getting the low frequency components of the row. But since the LPF is a half band filter, 

the output data contains frequencies only in the first half of the original frequency range. 

So, by Shannon's Sampling Theorem, they can be sub-sampled by two, so that the output 

data now contains only half the original number of samples. Now, the high pass filter is 

applied for the same row of data, and similarly the high pass components are separated, 

and placed by the side of the low pass components. This procedure is done for all rows. 

Next, the filtering is done for each column of the intermediate data. The resulting two 

dimensional array of coefficients contains four bands of data, each labeled as LL (low 

low), HL (high-low), LH (low-high) and HH (high-high). The LL band can be 

decomposed once again in the same manner, thereby producing even more sub-bands. 

This can be done up to any level, thereby resulting in a pyramidal decomposition as 

shown below. 
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LL HL 
LL HL 

HL 
LH HH 

LH HH 

LL BL 
HL 

LB HH HL 
LH HH 

LH HH LH HH 

(a) Smgle Level Decomposition (b) Two Level Decomposition (c) Three Level Decomposition 

Figure 1.2 Pyramidal Decomposition of an Image 

As mentioned above, the LL band at the highest level can be classified as most important, 

and the other 'detail' bands can be classified as of lesser importance, with the degree of 

importance decreasing from the top of the pyramid to the bands at the bottom. 

Figure 1.3 The Three Layer 

Decomposition of the 'Lena' Image. 
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1. 7 The Inverse DWT of an Image 

Just as a forward transform used to separate the image data into various classes of 

importance, a reverse transform is used to reassemble the various classes of data into a 

reconstructed image. A pair of high pass and low pass filters is used here also. This filter 

pair is called the Synthesis Filter pair. The filtering procedure is just the opposite - we 

start from the topmost level, apply the filters column-wise first and then row-wise, and 

proceed to the next level, till we reach the first level. 

1.7.1 Bit Allocation 

The first step in compressing an image is to segregate the image data into different 

classes. Depending on the importance of the data it contains, each class is allocated a 

portion of the total bit budget, such that the compressed image has the minimum possible 

distortion. This procedure is called Bit Allocation. 

The Rate-Distortion theory is often used for solving the problem of allocating bits to a set 

of classes, or for bit-rate control in general. The theory aims at reducing the distortion for 

a given target bit-rate, by optimally allocating bits to the various classes of data. One 

approach to solve the problem of Optimal Bit Allocation using the Rate-Distortion theory 

is given in [ 1 ], which is explained below. 

l. Initially, all classes are allocated a predefined maximum number of bits. 

2. For each class, one bit is reduced from its quota of allocated bits, and the 

distortion due to the reduction of that I bit is calculated. 

3. Of all the classes, the class with minimum distortion for a reduction of 1 bit is 

noted, and I bit is reduced from its quota of bits. 

4. The total distortion for all classes D is calculated. 

5. The total rate for all the classes is calculated as R = p(i) * B(i), where p is the 
probability and B is the bit allocation for each class. 

9 
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6. Compare the target rate and distortion specifications with the values obtained 

above. If not optimal, go to step 2. 

In the approach explained above, we keep on reducing one bit at a time till we achieve 

optimality either in distortion or target rate, or both. An alternate approach which is also 

mentioned in [ 1] is to initially start with zero bits allocated for all classes, and to find the 

class which is most 'benefited' by getting an additional bit. The 'benefit' of a class is 

defined as the decrease in distortion for that class. 

DO t 
Bl 

DI,_ - - - - ~1' 

D21-----~--- ~ B2 : -------- ~ I <..: 

I 

0 2 
Bits Allocation 

3 4 

Figure 1.4 'Benefit' of a Bit is the Decrease in Distortion Due to Receiving that Bit. 

As shown above, the benefit of a bit is a decreasing function of the number of bits 

allocated previously to the same class. Both approaches mentioned above can be used to 

the Bit Allocation problem. 

1. 7.2 Quantization 

Quantization refers to the process of approximating the continuous set of values in the 

image data with a finite (preferably small) set of values. The input to a quantizer is the 

original data, and the output is always one among a finite number of levels. The quantizer 

is a function whose set of output values are discrete, and usually finite. Obviously, this is 

a process of approximation, and a good quantizer is one which represents the original 

signal with minimum loss or distortion. 

10 
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There are two types of quantization - Scalar Quantization and Vector Quantization. In 

scalar quantization, each input symbol is treated separately in producing the output, while 

in vector quantization the input symbols are clubbed together in groups called vectors, 

and processed to give the output. This clubbing of data and treating them as a single unit 

increases the optimality of the vector quantizer, but at the cost of increased computational 

complexity. Here, we'll take a look at scalar quantization. 

A quantizer can be specified by its input partitions and output levels (also called 

reproduction points). If the input range is divided into levels of equal spacing, then the 

quantizer is termed as a Uniform Quantizer, and if not, it is termed as a Non-Uniform 

Quantizer. A uniform quantizer can be easily specified by its lower bound and the step 

size. Also, implementing a uniform quantizer is easier than a non-uniform quantizer. 

Take a look at the uniform quantizer shown below. If the input falls between n*r and 

(n+ 1 )*r, the quantizer outputs the symbol n. 

n-2 n-1 n n+l n+2 <--- Output 
T * * I 

(n-2)r (n-l)r nr (n+l)r (n+2)r (n+3)r <--- Input 

Figure 1.5 A Uniform Quantizer 

Just the same way a quantizer partitions its input and outputs discrete levels, a 

Dequantizer is one which receives the output levels of a quantizer and converts them into 

normal data, by translating each level into a 'reproduction point' in the actual range of 

data. It can be seen from literature, that the optimum quantizer ( encoder) and optimum 

dequantizer (decoder) must satisfy the following conditions. 

• Given the output levels or partitions of the encoder, the best decoder is one that 

puts the reproduction points x' on the centers of mass of the partitions. This is 

known as centroid condition. 

• Given the reproduction points of the decoder, the best encoder is one that puts the 

partition boundaries exactly in the middle of the reproduction points, i.e. each x is 

11 
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translated to its nearest reproduction point. This is known as nearest neighbour 

condition. 

The quantization error (x - x') is used as a measure of the optimality of the quantizer and 

dequantizer. 

1.8 Object Recognition 
Object recognition consists of locating the positions and possibly orientations and scales 

of instances of objects in an image. The purpose may also be to assign a class label to a 

detected object. Our survey of the literature on object recognition using ANNs indicates 

that in most applications, ANNs have been trained to locate individual objects based 

direction pixel data. Another less frequently used approach is to map the contents of a 

window onto a feature space that is provided as input to a neural classifier. 

1.8.1 Optical Character Recognition 

The recognition of handwritten or printed text by computer is referred to as Optical 

Character Recognition. When the input device is a digitizer tablet that transmits the signal 

in real time (as in pen-based computers and personal digital assistants) or includes timing 

information together with pen position (as in signature capture) we speak of dynamic 

recognition. When the input device is a still camera or a scanner, which captures the 

position of digital ink on the page but not the order in which it was laid down, we speak 

of static or image-based OCR. 

Dynamic OCR is an increasingly important modality in Human Computer I interaction, 

and the difficulties encountered in the process are largely similar to those found in other 

HCI modalities, in particular, Speech Recognition. The stream of position/pen pressure 

values output by the digitizer tablet is analogous to the stream of speech signal vectors 

output by the audio processing front end, and the same kinds of lossy data compression 

techniques, including cepstral analysis, linear predictive coding, and vector quantization, 

are widely employed for both. 

Static OCR encompasses a range of problems that have no counterpart in the recognition 

of spoken or signed language, usually collected under the heading of page decomposition 

or layout analysis. These include both the separation of linguistic material from photos, 

12 
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line drawings, and other non-linguistic information, establishing the local horizontal and 

vertical axes ( deskewing), and the appropriate grouping of titles, headers, footers, and 

other material set in a font different from the main body of the text. Another OCR 

specific problem is that we often find different scripts, such as Kanji and Kana, or 

Cyrillic and Latin, in the same running text. 

While the early experimental OCR systems were often rule-based, by the eighties these 

have been completely replaced by systems based on statistical, Pattern Recognition. For 

clearly segmented printed materials such techniques offer virtually error-free OCR for the 

most important alphabetic systems including variants of the Latin, Greek, Cyrillic, and 

Hebrew alphabets. 

However, when the number of symbols is large, as in the Chinese or Korean writing 

systems, or the symbols are not separated from one another, as in Arabic or Devanagari 

print, OCR systems are still far from the error rates of human readers, and the gap 

between the two is also evident when the quality of the image is compromised e.g. by fax 

transmission. Until these problems are resolved, OCR can not play the pivotal role in the 

transmission of cultural heritage to the digital age that it is often assumed to have. 

In the recognition of handprint, algorithms with successive segmentation, classification, 

and identification (language modeling) stages are still in the lead, as shown in the later 

chapters. 

1.9 Summary 
This chapter presented an introduction to the image processing, Elements of image 

analysis, Patterns and pattern classes, Classifying of image data, The DWT of an image 

Bit allocation, Quantization, Optical Character Recognition, and Character Recognition. 
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