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INTRODUCTION 

As we used to use too many types of equipment, which depends on transmitting and

receiving the signals like telephones, TVs, etc. we used to have some noises and miss

getting the exact output. In deeply the signals we are getting or receiving or

transmitting, can be corrupted. For reliable communication, errors must be detected

and corrected.

So as we will detect and correct the errors, we have to study the signals, which mostly

gets the error, analog signal and digital, and we also facing multiplexing systems,

which is the set of techniques that allows the simultaneous transmission of multi

signals across a single data link. Transmission media has to be included throughout

our studying, the next step is to investigate the transmission process itself.

Information-processing equipment such as PCs generates encoded signals but

ordinarily require assistance to transmit those signals over a communication link. For

example, a PC generates a digital signal but needs an additional device to modulate a

carrier frequency before it is sent over a telephone line.

Error many types, which effects in our transmitted message, we have detected three of

them in this topics by detection methods, and we used a method of correcting them.
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L.SIGNALS 

1.1 Analog and Digital 

Both data and the signals that represent them can take either analog or digital form.

Analog refers to something that is continuous- a set of specific points of data and all possible

points between. Digital refers to something that is discrete. Time is an analog quantity. It is a

continuous stream that can be divided up into quarters, hundredths, thousandths, and so on.

The measurement of time, however, can be either analog or digital. The hands of a traditional,

or analog, clock do not jump from minute to minute or hour to hour; they move smoothly

through all possible intermediate subdivisions of a 12-hour period.

Information can be analog or digital. Analog information is continuous. Digital

information is discrete.

Digital and analog information can be distinguished by how we think about and refer to

them. Analog quantities are generally described using various units of measure, while digital

quantities are counted.

We use measuring unitsfor analog quantities; for example, the length of a room can be

12feet. We count digital quantities;for example, the number of students in a class can be 56.

Like the information they represent, signals can be either analog or digital. An analog

signal is a continuous wave form that changes smoothly over time. As the wave moves from

value A to value B, it passes through and includes an infinite number of values along its path.

A digital signal, on the other hand, is discrete. It can have only a limited number of defined

values, often as simple as I and O. The transition of a digital signal from value is

instantaneous, like a light being switched on and off.

We usually illustrate signals by plotting them on a pair of perpendicular axes. The

vertical axis represents the value or strength of a signal. The horizontal axis represents the

passage of time. Figure I. I illustrates an analog and a digital signal. The curve representing

the analog signal is smooth and continuous, passing through an infinite number of points. The
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vertical lines of the digital signal, however, demonstrate the sudden jump the signal makes

from value to value; and its flat highs and lows indicate that those values are fixed. Another

way to express the difference is that the analog signal changes continuously with respect to

time, while the digital signal changes instantaneously.

Signals can be analog or digital. Analog signals can have any value in a range; digital

signals can have only a limited number of values.

Value Value

Time Time

a. Analog Signal b. Digital Signal

Figure 1.1 Comparison of analog and digital signals

1.2 Aperiodic and Periodic Signals 

Both analog and digital signals can be of two forms: periodic and aperiodic.

1.2.1 Periodic Signals 
A signal is periodic if it completes a pattern within a measurable time frame, called a

period, and repeats that pattern over identical subsequent periods. The completion of

one full pattern is called a cycle. A period is defined as the amount of time (expressed

in seconds) required to complete one full cycle. The duration of a period, represented

by T, may be different for each signal, but is constant for any given periodic signal.

Figure 1 .2 illustrates hypothetical periodic signal.

A periodic signal consists of a continuously repeatedpattern. Theperiod of a signal

(I') is expressed in seconds.

2
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value Value

A

t 

T 

a. Analog b. Digital

Figure 1.2 Examples ofperiodic signals

1.2.2 Aperiodic Signals 

An aperiodic, or nonperiodic, signal changes constantly without exhibiting a pattern or cycle

that repeats over time. Figure 1.3 shows examples of aperiodic signals.

An aperiodic, or nonperiodic, signal has no repetitivepattern.

Value Value

TimeTime

a. Analog b. Digital

Figure 1.3 Examples ofAperiodic Signals

•... 

An aperiodic signal can be decomposed into an infinite number of periodic signals. A sine

wave is the simplestperiodic signal.

3
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1.3 Analog Signals 

Analog signals can be classified as simple or complex. A simple analog signal, or a sine

wave, cannot be decomposed into simpler signals. A complex analog signal is composed of

multiple sine waves.

1.3.1 Simple Analog Signals 

The sine wave is the most fundamental form of a periodic analog signal. Visualized as a

imple oscillating curve, its change over the course of a cycle is smooth and consistent, a

continuous, rolling flow. Figure 1 .4 shows a sine wave. Each cycle consists of a single arc

above the time axis followed by a single arc below it. Sine waves can be fully described by

three characteristics:

A. Amplitude

B. Period or frequency

C. Phase

pum I 

Time

Figure 1.3 A sine wave

A. Amplitude 

On a graph, the amplitude of a signal is the value of the signal at any point on the wave. It

is equal to the vertical distance from a given point on the wave form to the horizontal axis.

The maximum amplitude of a sine wave is equal to the highest value it reaches on the

vertical axis.

4 
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Amplitude is measured in either volts, amperes, or watts, depending on the type of signal.

Volts refers to voltage; amperes refers to current; and watts refers to power.

Amplitude refers to the height of the signal. The unitfor amplitude depends on the type of

the signal.

B. Period and frequency 

Period refers to the amount of time, a signal needs to complete one cycle. Frequency

refers to the number of periods a signal makes over the course of one second. The

frequency of a signal is its number of cycle per second. Mathematically, the relationship

between frequency and period is that they are the inverse of each other, if one is given, the

other can be derived.

Frequency = 1/period Period = I /frequency

Period is the amount of time it makes a signal to complete one cycle; frequency is the

number of cycleper second. Frequency and period are inverse of each other:f = 1/T and

T= lif

Unit of Frequency Frequency is expressed in Hertz (Hz), after the German physicist

Heinrich Rudolf Hertz. The communication industry uses five units to measure frequency:

Hertz (Hz), Kilohertz (KHz= 103 Hz), Megahertz (MHz= 106 Hz), Gigahertz (GHz= 109

Hz), and Terahertz (THz = 1012 Hz). See Table 1.1.

Unit of period Period is expressed in second. The communication industry uses five units

to measure period: second (s), millisecond (ms = 10·3 s), microsecond (m = 10-6 s),

nanosecond (ns = 10·9 s), and picosecond (ps = 10·12 s). See table 1.1.
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Table 1.1 Unit of frequency and period

Frequency Period

Unit Equivalent Unit Equivalent

Hertz (Hz) 1 Hz Second (s) ls

Kilohertz (KHz) 103 Hz Millisecond (ms) 10-3 s

Megahertz (MHz)' 106Hz Microsecond (ms) 10-6 s

Gigahertz (GHz) 109 Hz Nanosecond (ns) 10-9 s

Terahertz (THz) 1012 Hz Pico second (Ps) 10-12 s

Example 1.1 

A sine wave has a frequency of8 KHz. What is its period?

Solution 

Let T be period and f be the frequency. Then,
T = 1/ f = 1/8,000 = 0.000125 = 125 m

Example 1.1 

A sine wave complete one cycle in 25 m. What is its frequency?

Solution 

Let T be the period and f be the frequency?

f = 1/T = 1/(25¥ 10-6) = 40,000 = 40 KHz

C. Phase 

The term phase describes the position of the waveform relative to time zero. If we think of

the wave as something that can be shifted backward or forward along the time axis, phase

describes the amount of that shift. It indicates the status of the first cycle.

Phase is measure in degree or radians (360 degree is 2p radians). A phase shift of360

degree corresponds to a shift of complete period; a phase shift of 180 degree corresponds

to a shift of a half a period; and a phase shift of 90 degree corresponds to a shift of a

quarter of a period (see figure 1.4).

6
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Amplitude Amplitude

Time Time

a. O degree

Y.J cycle

b. 90 degree

Amplitude Amplitude

Time

Yı cycle

c. 180 degrees d. 270 degrees

Figure 1.4 Relationship between different phases

A visual comparison of amplitude, frequency, and phase provides a reference useful for

understanding their function. Change in all three attributes can be introduced into a signal and

controlled electronically.

1.3.2 More about Frequency 

We know already that frequency is the relationship of a signal to time, and that the frequency

of a waveform is the number of cycle it completes per second. But another way to look at

frequency is as a measurement of the rate of change. Electromagnetic signal are oscillating

waveforms; that is, they fluctuate continuously and predictably above and below a mean

7
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energy level. The rate at which a sine wave moves from its lowest to its highest level is its

frequency. A 40 Hz signal has half the frequency of an 80 Hz signal: it completes one cycle in

twice the time of the 80 Hz signal, so each cycle also takes twice as long to change from its

lowest to its highest voltage levels.

Amplitude

Amplitude
change

Time

Amplitude Frequency
change

Time

Amplitude
Phase
change

Time

Figure 1.5 Amplitude, frequency, and phase changes

Frequency, therefore, though described in cycles per second (B.2), is a general measurement

of change of a signal with respect to time.

8
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ergy level. The rate at which a sine wave moves from its lowest to its highest level is its

equency. A 40 Hz signal has half the frequency of an 80 Hz signal: it completes one cycle in

rice the time of the 80 Hz signal, so each cycle also takes twice as long to change from its

west to its highest yoltage levels.

Amplitude
change

Time

Amplitude Frequency
change

Time

Amplitude
Phase
change

Time

Figure 1.5 Amplitude, frequency, and phase changes

Frequency, therefore, though described in cycles per second (HZ), is a general measurement

of change of a signalwith respect to time.
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Frequency is rate of change with respect to time. Change in a short span of time means high

frequency. Change in a long span of time means lowfrequency.

If the value of a signal changes over a very short span of time, its frequency is high. If it

hanges over a long span of time, its frequency is low.

1.3.3 Time versus Frequency Domain 
A. sine wave is comprehensivelydefined by its amplitude, frequency, and phase. To show the

relationship between the three characteristics (amplitude, frequency, and phase), we can use

what is called a frequency-domainplot.

There are two types of frequency-domainplots:

1. Maximumamplitude versus frequency

Phase versus frequency.
The first type of frequency-domain plot (maximum amplitude versus frequency) is more

ommon in data communications than the second (phase versus frequency). Figure 1.6

ompares the time domain (instantaneous amplitude with respect to time) and the frequency

domain (maximumamplitude with respect to frequency).

Amplitude Amplitude

Time

a. Time domain b. Frequency domain

Figure 1.6 Time and frequency domains

Figure 1. 7 gives examples of both time-domain and frequency-domain plots of three signals

with varying frequencies and amplitudes. Compare the models within each pair to see which

sort of information is best suited to convey.

A low-frequency signal in thefrequency domain corresponds to a signal with a longperiod in

the time domain and vice versa. A signal that changes rapidly in the time domain corresponds

to highfrequencies in thefrequency domain.

9
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Time domain Frequency domain

5

5 

•• 
1 secona

Time o Frequency 

5 5 I Time
l second 8 Frequency 

5 5

1 second 16 Frequency 

Figure 1. 7 Time and frequency domains for different signals

1.3.4 Frequency Spectrum and Bandwidth 

Two terms need mentioning here: spectrum and bandwidth. The frequency spectrwn of a

signal is the collection of all the component frequencies it contains and is shown using a

frequency domain graph. The bandwidth of a signal is the width of the frequency spectrwn

(see figure 1.8). In other words, bandwidth refers to the range of component frequencies, and

frequency spectrum refers to the elements within that range. To calculate the bandwidth,

subtract the lowest frequency from the highest frequency of the range.

10
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Thefrequency spectrum of a signal is the combination of all sine wave signals that make that

ignal.

Amplitude

Frequency

1

1,000 - 5,QOO I

B,i1dwidth = 5,000 - 1,000 = 4,000 Hz ~

Figure 1.8 Bandwidth

Example 1.3 

If a periodic signal is decomposed into five sine waves with frequencies of 100, 300, 500,

700, and 900 Hz, what is the bandwidth?

Solution 

Let fh be the highest frequency, fi be the lowest frequency,.and B be the bandwidth. Then,

B = fh - fi = 900 - 100 = 800Hz

Example 1.4 

A signal has a bandwidth of 30Hz. The highest frequency is 60 KHz. What is the lowest

frequency?

Solution 

Let fh be the highest frequency, f be the lowest frequency, and B be the bandwidth. Then,

B=fh-fi

20 = 60 - fi

fi = 60 - 20 = 40 KHz

11 
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1.4 Digital Signals 

In addition to being represented by an analog signal, data can also be represented by a digital

signal.See Figure 1.9.

Amplitude

1 O 1 1 1 o o o

•••••••
Time

Figure 1.9 A digital signal

1.4.1 Amplitude, Period, and Phase 
The three characteristics of periodic analog signals (amplitude, period, and phase) can be

redefined for a periodic digital signal. (see Figure 1. 10).

Amplitude

T 

a. No phase shift

Amplitude

y i I I I I I • T ~
4

T J L--- ••• Time

b. 180 degree phase shift

Figure 1.10 Amplitude, period, and phase for a periodic digital signal
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1.4.2 Bit Interval and Bit Rate 

Most digital signals are aperiodic and thus period or frequency is not appropriate. Two new

terms, bit interval (instead of period) and bit rate (instead of frequency) are used to describe

digital signals. The bit interval is the time required to send one single bit. The bit rate is the

number of bit interval per second. This means that the bit rate is the number of bits sent in one

second, usually expressed in bps. See Figure 1.11.

Amplitude I second = 8 bit intervals
bit rate = 8b_es

1 o o o o1 1

Time

Figure 1.11 Bit rate and bit interval

1.4.3 Medium Bandwidth and Data Rate: Channel Capacity 

The medium bandwidth puts a limit on the bit rate. The maximum bit rate a transmission

medium can transfer is called channel capacity of the medium. The capacity of a channel

depends on the type of encoding technique and the signal-to-noise ratio of the system (see

Figure 1.12).

Channel Capacity 

The rate at which data can be transmitted over a given communication channel, under

given conditions, is referred to as the channel capacity.

There are four concepts here that we are trying to relate to one another.

• Data rate: This is the rate, in bits per second (bps), at which data can be transmitted.

• Bandwidth: This is the bandwidth of the transmitted signal as constrains by the

transmitter and the nature of the transmissionmedium, expressed by Hertz.

13
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• Noise: The average level ofnoise over the communicationspath.

• Error rate: The rate at which errors.occur, where an error is the reception of a 1

when a O was transmitted or the reception of a O when a 1 was transmitted.

Bit rates Transmissionmedium

•••
1000 bps- 

•... .. ( Bandwidth" X Hz ( )

2000 bps

( Bandwidth a 2x Hz ( )

3000 bps

Figure 1.12 Medium bandwidth and data rate

Communication facilities are expensive and, in general, the greater the bandwidth of a

the greater the cost. Furthermore, all transmission channels of any practical interest

of limited bandwidth. The limitations arise from the physical properties of the

transmission medium or from deliberate limitations at the transmitter on the bandwidth to

14
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vent interference from other sources. Accordingly, we would like to make as efficient use

possible of a given bandwidth.

Let us consider the case of a channel that is noise-free. In this environment, the

Iimitationon data rate is simply the bandwidth of the signal. A formulation of this limitation,

ue to Nyquist, states that if the rate -of signal transmission is 2W, then a signal with

frequencies no greater than W is sufficient to carry the data rate. The conserve is also true:

Givena bandwidth ofW, the highest signal rate that can be carried is 2W.

Example 2.2. A voice channel bandwidth is of W = 3100 Hz. Find the channel

capacity. Solution: C = 2 W = 6200 bps.

However, as we shall see signals with more than two levels can be used; that is each

ignal element can represent more than one bit. For example; if M possible voltage levels are

used, then each signal element can be represented by n = log, M numbers of bits. With

multilevelsignaling,the Nyquist formulation becomes.

C=2 Wlog2 M

Thus, for M = 8, a value used with some modems, C becomes 18600 bps.

An important parameter associated with a channel is a signal-to-noise ratio (SNR)

expressed as

SNR = 1 Ologıo (SIN) dB

Where SIN - signal -to- noise powers ratio. Clearly a high SIN will mean a high -

quality signal and a low number of required intermediate repeaters.

The signal - to noise ratio is important in the transmission of digital data because it

sets the upper bound on the achievable data rate. The maximum channel capacity, in bits per

second, obeys the equation attributed as the Shannon - Hartley law

C = W log, (1+ SIN)

Example 4.5 

Consider a voice channel with bandwidth of 3000 Hz. A typical value of SIN for a

telephone line is 20 dB.

Solution 

SIN= W log10(1 +SIN)= 3,32 Wlog10 (1 +SIN), SIN= 100

C = 3000 log, (1 + 100) = 19963 bps

15
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2.MULTIPLEXING 

Multiplexing 
Whenever the transmission capacity of a medium linking two devices is greater than the

1DDSIDission needs of the devices, the link can be shared, much as a larger water pipe can

water several separate houses at once. Multiplexing is the set of techniques that allows

simultaneous transmission of multi signals across multiple signals across a single data

a data and telecommunications usage increases, so does the traffic. We can accommodate

by continuing to add individual lines each time a new channel is needed, or we can install

er capacity links and use each to carry multiple signals. Nowadays technology includes

-bandwidth media such as coaxial cable, optical fiber, and terrestrial and satellite

owaves.
h of these has a carrying capacity of a link is greater than the transmission needs of

·ces is connected to it, the access capacity is wasted. An efficient system maximizes the

ıı:ııltizations of all facilities. In addition, the expensive technology involved often becomes

st-effective only when links are shared.
ıgure 2.1 shows two possible ways of linking four pairs of devices. In figure 2. la each pair

its own link. If the full capacity of each link is not being utilized, a portion of that

acity is being wasted. In figure 2.1b transmissions between the pairs are multiplexed; the

same four pairs share the capacity of a single link.

2.1 Many to One/One to Many 
In a multiplexed system, n devices share the capacity of one link. In figure 2.lb the basic

of multiplexed system. The four devices on left direct their transmission streams to

Multiplexer (MUX), which combines them into single stream (many to one). At the receiving

end, that stream is fed into a Demultiplexes (DEMUX), which separates the stream back into

its component transmissions (one to many) and directs them to their receiving devices.

16
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D

!Q (!.~\. IM
1 Path
4 Channels

u
X

D
E
M
u
X

Q

!Q
a. No multiplexing b. Multiplexing

Figure 2.1 Multiplexingversus no multiplexing

In figure 2.lb the word path refers to the physical link. The word channel refers to a

portion of a path that carries transmission between a given pair of devices. One path can

have many (n) channels.

2.2 Types of Multiplexing
Signals are multiplied using two basic techniques: frequency-division multiplexing (FDM)

and time-division multiplexing TDM (usually called TDM) and synchronous TDM, also

called statistical TDM or concentrator (see figure 2.2).

17
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I Multiplexing

I
I I

Frequency-division Time-division
multiplexing(FDM) multiplexing(TDM)

I
I

I Synchronous I I Asynchronous I

Figure 2.2 Categories ofmultiplexing

1 Frequency-division multiplexing (FDM)

uency-division multiplexing (FDM) is an analog technique that can be applied when the

width of a link greater than the combinedbandwidth of the signalsto be transmitted.

FDM, signals generated by each sending device modulate different carrier frequencies.

e modulated signals then combined into a single composite signal that can be transported

! the link. Carrier frequencies are separated by enough bandwidth to accommodate the

dulated signal.
se bandwidth ranges are the channels through which the various signals travel. Channels

be separated by strips of unused bandwidth (guard bands) to prevent signals from

erlapping.
addition, carrier frequencies must not interfere with the original data frequencies. Failure to

ere to either condition can result in Unrecoverabilityof the original signals.

ıgure 2.3 gives conceptual view of FDM. In this installation, the transmission path is divided

o three parts, each representing a channel to carry one transmission.

As an analogy, imagine a point where three narrow streets merge to form three-lane highway.

Each car merging into the highway from one of the streets still has its own lane and can travel

rithout interfering with cars in other lanes.

18
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M
Channel ı D

u Channel 2 E 1----ffiX Channel 3
M
u
X

I

~

Figure 2.3 FDM

in mind that although figure 2.3 shows the path as divided spatially into seperate

els, actual channel divisionsare achieved by frequency rather than by space.

1.1 The FDM process

.., e 2.4 is a conceptual time-domain illustration of multiplexingprocess. FDM is an analog

ss and we show it here using telephone as the input and output devices. Each telephone

rates a signal of similar frequency range. Inside the Multiplexer, these similar signals are

ulated onto different carrier frequencies(/ıh,and/3).
resulting modulated signals are then combined into a single composite signal that is sent

over a media link that has enough bandwidth to accommodate it.

ıgure 2.5 is the frequency-domain illustration for the same concept. (note that the horizontal

of this figure denotes frequency, not time. All three-carrier frequencies exist the same

within the bandwidth.) In FDM, signals are modulated onto seperate carrier frequencies

Jiand/3) using either AM or FM modulation.

19



Multiplexing

Figure 2.4 FDM multiplexingprocess, Time-domain

Multiplexer

Figure 2.5 FDM multiplexingprocess, frequency-domain

20
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ıılating one signal to another results in bandwidth of at least twice the original.

allow more efficient use of the path, the actual bandwidth can be lowered by suppressing

the band, using techniques that are beyond the scope of third book. In this illustration, the

width of each input signal: three times the bandwidth to accommodate the necessary

els, plus extra bandwidth to allow for the necessary guard bands.

1.2 Demultiplexing

Demultiplexer uses a series of filters to decompose the multiplexed signal into its

nstituent signals. The individual signals are then passed to demodulator that separates them

m their carriers and passes them to the waiting receivers, figure 2.6 is a time-domain

ation multiplexing, again using three telephones as a communication devices. The

uency-domainof the same example is shown in figure 2.7.

Demultiplexer

Filter

Figure 2.6 FDM demultiplexingprocess, time-domain

21
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J
s.. :~·....
~

Figure 2.7 FDM Demultiplexing, frequency-domain

ple2.1 : cable television

·· iar application of FDM is cable television. The coaxial used in cable television system

a bandwidth system of approximately 500 MHz. An individual television channel requires

6 MHz of bandwidth for transmission. The coaxial cable, therefore, can carry many

lexed channels (theoretically 83 channels, but actually fewer to allow for guard bands).

multipexer at your television allows you to select which of those you wish to receive.

y, a new and more efficient method is being developed to implement FDM over fiber­

cable. Called wavelength division multiplexing (WDM), it uses essentially the same

pts as FDM but incorporates the range of frequencies in the visible light spectrum .

.2 Time-division multiplexing (TDM)

-division multiplexing (TDM) is a digital process that can be applied when the data rate

- transmission medium is greater than the data required by the sending and receiving

ices. In such a case, multiple transmission can occupy a single link by subdividing them

interleaving the portions.

ıgure 2.8 gives a conceptual view of TDM. Note that the same link is used as in the FDM;

e, however, the link is shown sectioned by time rather than frequency.
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TDM figure, portions of signals 1,2,3 and 4 occupy the link sequentially. As an

.....,,...,., imagine a ski lift that serves several runs. Each run has its own line and skiers in

take turns getting on the lift. As each chair reaches the top of the mountain, the skier

it gets off and skis down the run for which he or she waited in line.

can be implemented in two ways: synchronous TDM and asynchronous TDM.

'D:
4 I 3 12 11

D
E
M
u
X

M
u
X

Figure2.8 TDM

.1 Synchronic TDM

time-divisionmultiplexing, the term synchronous has a different meaning from that used in

of telecommunications. Here synchronous means that the Multiplexer allocates exactly

same slot to each device at all times, whether or not a device has anything to transmit.

slot, for example, is assigned to device A alone and cannot be used by any other device.

h time its allocated time slot comes up, a device has the opportunity to send a portion of

data. If a device is unable to transmit or does not have data to send, its time slot remains

23
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~ time slot are grouped into frames. A frame consists of one complete cycle time slots,

liıırhding one or more slots dedicated to each sending device, plus framing bits (see figure

.. in a system with n input lines, each frame has at least n slots, with each slot allocated to

. data from a specific input line. If all the input devices sharing the link are transmitting at

same data rate, each device has one time slot per frame. However, it is possible to

mmodate varying data rates. A transmission with two slots per frame will arrive twice

as one slot per frame. The time slots dedicated to a given device occupy the same

fk;ırion in each frame constitute that device's channel.
e 2.9, we show five input lines multiplexed onto a single path using synchronous

..I. In'. this example, all of the inputs have the same data rate, so the number of time slots in

frame is equal to the number of input lines.

5 Inputs

Number of inputs : 5
Numbet of slots in each frame : 5

Frame n Frame 2 Frame 1

It il UI ın m II •• • •• • I( II E II il 1111 il ffi m HL )I

Figure 2.9 Synchronous TDM

terleaving synchronous TDM can be compared to a very fast switch. As the switch opens

front of a device, that device has the opportunity to send a specified amount(x bits) of data

nto the path. The switch moves from device to device at constant rate and in a fixed order.

This process is called interleaving.
terleaving can be done by bit, by byte, or by any other data unit. In other words, the

Multiplexer can take one byte from each device, then another byte from each device, and so

on. In a given system, he interleavedunits will be always the same size.
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~.1 O shows interleaving and frame building. In tli~ example, we interleave the various

..,.Ussions by character (equal to one byte each), but the concept is the same for data units

Multiplexer

BBB

cccc

,~_.;:::
DDDDD

Figure 2.10 Synchronous TDM, multiplexingprocess

JOU can see, each device is sending a different message. The Multiplexer interleaves the

nt messages and forms them into frames before putting them onto the link.

the receiver the Multiplexer decomposes each frame by discarding the framing bits and

ting each character in tum. As a character is removed from the frame, it is passed to the

opriate receiving device (see figure 2.11).
~ e 2.10 and figure 2.11 also point out the major weakness of synchronous TDM. By

· gning each time slot to a specific input line, we end up with empty slots whenever not all

lines are active. In figure 2.1O, only the first three frames are completely filled.

last three frames have a collective six empty slots. Having 6 empty slots out of 24 means

a quarter ofcapacity of the link is being wasted.
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Demultiplexer

DDDDl2

Figure 2.11 Synchronous TDM, Demultiplexingprocess

raminğ bits

se the time slot order in a synchronous TDM system does not vary from frame to frame,

little overhead information needs to be included in each frame. The order of receipt tells

Demultiplexer where to direct each time slot, so no addressing is necessary. Various

ors, however, can cause timing inconsistencies. For this reason, one or more

hronization bits are usually added to the beginning of each frame. These bits, called

-.ı.nııg bits, follow a pattern, frame to frame, that allows the Demultiplexing to synchronize

the incoming stream so that it can separate the time slots accurately. In most cases, this

hronization information consists of one bit per frame, alternating between O and 1

010101010), as shown in figure 2.12.

. chrenous TDM Example 2.2:
lımgine that we have four input sources on a synchronous TDM link, where transmissions.are

leaved by character. If each source-is creatingzôü characters per second, and each frame

carrying 1 character :from each source, the transmission path must be able to carry 250

s per second (see figure 2.13).

·we assume that each character consists of eight bits, then each frame is 33 bits long: 32 bits

the four characters plus 1 framing bit. Looking at the bit relationships, we see that each

ice is creating 200 bps (250 characters with 8 bits per character),
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line is carrying 8250 bps (250 frames with 33 bits per frame): 8000 bits of data and

· " ofoverhead.

A I 1

Figure 2.12 Framingbits

8250 bps= 250 frames/second * 33 bits/frame
or

8250 bps= 4*2000 bps + 250 synchronization bps
I

250 frames/second
~~I =ı=ij~ I ij J=: =ı=ij

M
u
x

Fi~re 2.13 Data rate calculation for frames

Stµ:ffing
noted above, it is possible to connect derives of different data rates to a synchronous

M. For example, device A uses one time slot, while the faster device B uses two. The

amıber of slots in a frame and the input lines to which they are assigned remains fixed

oughout a giveıi system;
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vices of different data rates may control different numbers of those slots. But

p ııııd that time slot length is fixed. For this technique to work, therefore, the different
' rates must be integer multiples of each other. For example, we can accommodate a

that is five times faster than the other devices by giving it five slots to one for each of

er devices. We cannot, however, accommodate a device that is five and a half times

by this method, because we cannot introduce half a time slot into a frame.
the speeds are not integer multiples of each other, they can be made to behave as if they

by a technique called bit stuffing. In bit stuffing, the Multiplexer adds extra bits to a

's source stream to force the speed relationships among the various devices into integer

les of each other. For example, ifwe have one device with a bit rate of 2.75 times that

other devices, we can add enough bits to raise the rate to 3 times that of the others. The

...-,ı•miplexer then discards the extra bits.

Asynchronous TDM
saw in the previous section, synchronous TDM does not guarantee that the full

ity of a lirik is used. In fact, it is more likely that only a portion of the time slots is in use

given instant. Because the time slots are reassigned and fixed, whenever a connected

· e is not transmitting the corresponding slot is empty and that much of the path is wasted.

omous time-division multiplexing, or statistical time- division multiplexing is designed,

-oid this type of waste. As with the term synchronous, the term asynchronous meahs

thing different in multiplexing than it means in other areas of data communications. Here

meansflexibleor not fixed.
synchronous iDM, asynchronous TDM allows a number oflower speed input lines to be

· lexed to a single higher speed line. Unlike synchronous TDM, however, in synchronous

,~ the total speed of the input lines can be greater than the capacity of the path. In

hronous system , if we have n input lines, the frame contains a fixed number of at least n

slots. In asynchronous system, if we have n input lines, the frame contains no more than

slots, with m less than n (see figure 2.14). In this way, asynchronous TDM supports the

number of input lines as asynchronous TDM with a lower capacity link. Or, given the

link, asynchronous TDM can support more devices than synchronous TDM,

number of time slots inan asynchronous TDM frame (m) is based on a statistical analysis

the number of input lines that are likely to be transmitting at any given time.
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5 inputs

Number of inputs: 5
Number of slots in each frame : 3

Frame n Frame 2 Frame 1
ij I ~ ~ ı ~ ij I , ij

M
u
X

ı::ı Iiii§

Figure 2.14 Asynchronous TDM

llııher than being reassigned, each slot is available to any of the attached input lines that has

to send. The Multiplexer scans the input lines, accepts portions of data until a frame is

and then sends the frame across the link. If there are not enough data to fill all the slots

frame, the frame is transmitted only partially filled; thus full link capacity may not be

100 percent of the time. But the ability to allocate time slots dynamically,coupled with

wer ratio of time slots to input lines, greatly reduces the likelihoodand degree of waste.

2.3 Multiplexing Application: The Telephone System

mmiplexing has long been an essential tool of the telephone industry. A look at some

hone company basics can help us understand the application of both FDM and TDM in

field. Of course, different parts of the world use different systems. We will concentrate

• on the system used inNorth America.
North American telephone system includes many common carriers that offer local and

-distance services to subscribers.
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carriers include local companies, such as Pacific Bell, and long-distance providers,

AT&T, MCI, and Sprint.
purposes of this discussion, we will think of these various carriers as a single entity

the telephone network, and the line connecting a subscriber to that network as a service

Figure 2.15 Telephone network

Common Carrier Services and Hierarchies

Telephone companies began by providing their subscribers with analog services that

analog networks. Later technology allowed the introduction of digital services and

orks. Today, North American providers ate in the process of changing even their service

from analog to digital. It is anticipated that sodn the entire network will be digital. For

- however, both types of services are available and both FDM and TDM are in use (see-

2.16).
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Services

Analog Services Digital Services

Figure 2.16 Categories of telephone services

Analog Services
Of many analog services available to subscribers, two are particularly to our discussion

Switched services and leased services.
Analog switched service is the familiar dial-up service most often encountered when

a home telephone. It uses. two-wire (or, for specialized uses, four wire) twisted-pair

to connect the subscriber's handset to the network via an exchange. This connection is

the local loop. The network it joins is sometimes referred to as a public switched

tıılq>honenetwork (PS1N).
signalon a local loop is analog, and the bandwidth is usuallybetween O and 4000 Hz.

switched lin~s,when the caller dials a number, the call is conveyed to a switch, or series

.itches, at the exchange. The appropriate switches are then activated to link the caller's

to that pf the person being called.
switch connects the two lines for the duration of the call (see figure 2.17).

Figure 2.17 Analog switched service
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leased connection is determined by one direct connection (see fig. 2.18).

Figure 2.18 Analog leased service

lıiqllıone carriers also offer a service called conditioning. Conditioning means improving the
~ of a line by lessening attenuation, signal distortion, or delay distortion. Conditioned

are analog, but their quality makes them usable for digital data communication if they

maximize the efficiency of their infrastructure, telephone companies have traditionally

r...-iıllexed signals from lower bandwidth lines to higher bandwidth lines. In this many

bed or leased lines can be combined into fewer but bigger channels. For analog lines,

One of these hierarchical systems used by AT&T, is made up of groups, super groups,

er groups, and jumbo groups (see figure 2.19).
· hierarchicy, 12 voice channels are multiplexed onto a higher bandwidth line to create a

. A group has 48 KHz ofbandwidth and supports 12 voice channels.

the next level, up to five groups can be multiplexed to create a composite signal called a

group. A super group has a bandwidth of 240 KHz and supports up to 60 voice

32



Multiplexing

240KHZ
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Figure 2.19 Analog hierarchy

Supergroups can be made up of either five groups or 60 independent voice channels.
next level, 1 O supergroups are multiplexed to create a master group. A master group

have 2.40 MHz of bandwidth, but the need for guard bands between the channels

mreases the necessary bandwidth to 2.52 MHz. Master groups support up to 600 voice

ımnnels,.

Finally, six master groups can be combined into jumbo group. A jumbo group must have

- 12 MHz (6*2.52 MHz)~ but is augmented to 6.984 MHz to allow for guard bands between

master groups.

There are many variations of this hierarchy in the telecommunications industry.

wever, because this analog hierarchy will be replaced by digital services in the near future,

will limit our discussion to the system above.

,.2 Digital Services

Recently telephone companies began offering digital services to their subscribers. One

.antage is that digital services are less sensitive than analog services to noise and other

of interference. A telephone line acts like an antenna and will pick up noise during both

og and digital transmission. In analog transmissions, both signal and noise are analog and

ot be easily separated. In digital transmission, on the other hand,-the signal is digital but

33



Multiplexing

Telephone Network

Figure 2.21 Switched/56 service

nically, a OSU is more expensive than a modem. So why would a subscriber elect to pay

the switched/56 service and OSU? Because the digital line has better speed, better quality,

less susceptibilityto noise than an equivalent analog line.

dwidth on Demand
witched/56 supports bandwidth on demand, allowing subscribers to obtain higher speeds by

· g more than one line. This option allows switched/56 to support video conferencing, fast

smile,multimedia, and fast data transfer, among other feature.

,.2.2 Digital Data Service (DDS)

1 data service (DDS) is the digital version of an analog leased line; it is a digital leased

maximum speed available over DDS is 56 Kbps. However, a subscriber can choose

-,ng five actual rates: 2.4, 4.8, 9.6, 19.2, or 56 Kbps. Once the speed is chosen by the

iber, it is set by the telephone company and must be observed.

switched/56, DDS requires the use of a OSU. The OSU for this service is cheaper than

required for switched/56, however, because it does not need a dial pad (see figure 2.22).
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DSU

DSU

Figure 2.22 DDS service

3 Digital Signal Service (DS)

offering switched/56 and DDS services, the telephone companies saw a need to develop

chy of digital services much like that used for analog services. The next step was

r~ signal (DS) service. DS is a hierarchy of digital signals. Figure 2.23 shows the data
'' .- supported by each level.

A DS-0 service resembles DDS. It is a singledigital channel of 64 Kbps.

DS-1 is a 1.544 Mbps service; 1.544 Mbps is 24 times 64 Kbps plus 8 Kbps of

overhead. It can be used as a single service for 1.544 Mbps transmissions, or it can be

used to multiplex 24 DS-0 channels or to carry any other combination desired by the

user that can fit within its 1.544 Mbps capacity.
3. DS-2 is a 6.312 Mbps service; 6.312 Mbps is 96 times 64 Kbps plus 168 Kbps of

overhead. It can be used as a single service for 6.312 Mbps transmissions, or it can

also be used to multiplex four DS-1 channels, 96 DS-0 channels, or a combination of

these service types.
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7 DS-2 or 28 DS-1

,ı74J76Mbps
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4. os.3 is a 44.376 Mbps service; 44.376 Mbps is 672 times 64 Kbps plus 1.368 Mbps

of overhead. It can be used as a single service for 44.376 Mbps transmissions, or it can

be used to multiplex seven DS-2 channels, 28 bS-1 channels, 672 DS-0 channels, or a

combination of these service types.

5. DS-4 is a 274.176 Mbps service; 274.176 Mbps is 4032 times 64 Kbps plus 16.128

Mbps of overhead. It can be used to multiplex six DS-3 channels, 42 DS-2 channels,

168 DS-1 channels, 4032 DS-0 channels, or a combination of these service types.
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Lines
O, DS-1, and so on are the names of services. To implement those services, the telephone

mpanies use T lines (T-1 to T-4). These are lines whose capacities are precisely matched to

data rates of tpı:; DS-1 to DS-4 services (see table 2.1).

Figure 2.23 DS Hierarch
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Table 2.1 DS and T line rates

Service Line Rate (Mbps) Voice Channels

DS-1 T-1 1.544 24
.,._____ ---·-·--- ..•-·---·----·--· -

DS-2 T-2 6.312 96

DS-3 T-3 44.736 672
--·---·-----··--- ·-----------··---·· ·--·-----···-···-·--..- ............----··-·-- ·-·------------·----·-

DS-4 T-4 274.176 4032

T-1 is used to implementDS-1, T-2 is used to implementDS-2, and so on.

T Lines for Analog Transmission
T lines are digital lines designed for the transmission of digital data, voice, or audio signals.

However, they can also be used for analog transmission (regular telephone transmissions),

provided the analog signals are sampled first, then time-divisionmultiplexed.

The possibility of using T lines as analog carriers opened up a new generation of services for

the telephone companies. Earlier, when an organization wanted 24 separate telephone lines, it

needed to run 24 twisted-pair cables from the company to the central exchange. Today, that

same organization can combine the 24 lines into one T-1 line and run only the T-1 line to the

exchange.Figure 2.24 shows how 24 voice channels can be multiplexedonto one T-1 line.

4K.Hz

~. -
V V

ıce I T-1 line 1.544 Mbps
els ı.. I\ I\ 

T 24*64 Kbps+ 8 Kbps overhead

( PCM o D--· \.IV M••.

•• ....
PCM

Figure 2.24 T-1 line for multiplexingtelephone lines
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Lines
uropeans use a version of T lines called E lines. The two systems are conceptually identical,

their capacities differ. Table 2.2 shows the E lines and their capacities.

Table 2.2 E linerates

Line \ Rate (Mbps) I Voice Channels
.... .. L ··-·--···-·-·-··-·-·---·----··+-···--·---···--·· --™

E-1 I 2.048 I 30

I 8.448 \
I

I

E-2 120

E-3 34.368 480

139.264 1920E-4
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3. TRANSMISSION MEDIA

3.1 Mathematical Models for Communication Channels

n the design of communication systems we find it convenient to construct mathematical models

that reflect the most important characteristics of the transmission medium. Below, we provide a

brief description of the channel models that are frequently used to characterize many of the

physical channels that we encounter in practice.

The additive noise channel. The simplest mathematical model for a communication channel is

the additive noise channel illustrated in Figure 3.1.

s(t)
Channel

r(t)

n(t)

Figure 3.1 mathematical models for communication channel.

In this model, the transmitted signal s (t) is corrupted by an additive random noise process

n(t). Physically, the additive noise process may arise from electronic components and amplifiers

at the receiver of the communication system, or from interference encountered in transmission as

in the case of radio signal transmission.

If primarily electronic components and amplifiers at the receiver introduce the noise, it

may be characterized as thermal noise. This type of noise is characterized statistically as a

Gaussian noise process. Hence, the resulting mathematical model for the channel is usually

called the additive Gaussian noise channel. In this case the received signal is

r(t) ""'a.s(t) + n(t)

Where a. represents the attenuation factor.

The linear filter channel. In some physical channels such as wire-line telephone

channels, filters are used to ensure that the transmitted signals do not exceed specified bandwidth

limitations and thus do not interfere with one another. Such channel (Figure 3.2) output can be

characterized as
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s(t)

Channel \----
Filter
h(t)

r (t)

n(t)
'.....................................................................................

Figure 3.2 Output channel characterization

r(t) = s(t) * h(t) + n(t) = r"' h(ı-)s(t -r)dı- + n(t)

Where h(t) is the impulse response of the linear filter and symbol " denotes convolution.

e linear time-variant filter channel. Physical channels such as underwater acoustic channels

ionosphere radio channels, which result in time-variant multi-path propagation of the

mitted signal, may be characterized mathematically as time-variant linear filters. A time­

:! channel characterizes such system with impulse response h (e; t) filters (Figure 3.3). For

mput signal s(t), the channel output is

r·-·-·-·-·-·-·-·-·-·-·-·-ı
' .
I I
I I

S(t Filter
h(-r;t)

r(t)
I

n(t)\

I
1.---·-·-·-·-·-·-----·-·-·.J

Channel

Figure 3.3 Time-variant channel with impulse response.

r(t) sss s(t) *h( -e ; t) + n(t)
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e three mathematical models described above adequately characterize a majority of physical

els encountered in practice.

3.2 Transmission Impairments
The transmission medium is the physical path between transmitter and receiver. The

cteristics and quality of data transmission are determined both by the nature of the signal

the nature of the medium.

With any communication system, it must be recognized that the signal that is received

ill differ from the signal that is transmitted due to various transmission impairments. For analog

_ ls, these impairments introduce various random modifications that degrade the signal

uality. For digital signals, bit errors are introduced: a binary 1 is transformed into a binary O and

versa. The most significant impairments are: Attenuation, Delay distortion and Noise. The

ious impairment effects that can degrade a signal during transmission are shown in Figure 3.4.

3.2.1 Attenuation
~ a signal propagates along a transmission medium its amplitude decreases. This is known as

l attenuation. To compensate the attenuation, amplifiers are inserted at intervals along the

ble to restore the received signal to its original level. Signal attenuation increases as a function

" frequency. To overcome this problem, the amplifiers are designed to amplify different

:..equency by varying gains of amplifications. These devices are known as equalizer. For guided

ia {Twisted wires, Coaxial cables and Fiber optic cables) attenuation, is generally logarithmic

d it is typically expressed as a constant number of decibels per unit distance.

N,dB = 1 O log p2 , Where N - number of decibels
Pı

Pı, P2 - input and output powers.

Example 3.1. A signal with power 10 mW is inserted into a transmission line. The power

measured some distance is 5 mW. Find the loss.
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5Loss= lOlog10 - = 10(-0.3) = -3dB
10

· g into account that power is proportional to the square of voltage:

P, = U//R P2= U/IR and

o 1 o o 1 o
t

t

o 1 o
t

Figure 3.4 Various Impairment Effects

u
N,dB = 20log-2

Uı
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For unguided media attenuation is a more complex function of distance and the make-up

atmosphere. An example is shown in Figure 3.5, which shows attenuation as a function of

ency for a typical wire line. In Figure 3.5, attenuation is measured relative to the attenuation

O Hz. Positive values on the y-axis represent attenuation greater than

That at 1000 Hz. For any other frequency f, the relative attenuation in decibels is Nr = 1 O

Pr I Pıooo . The solid line in Figure shows attenuation without equalization. The dashed line

ıs the effects of equalization.

Nr, dB at f'= lkHz

5

o ......~ ....!'!!!!Ma ...~ ... ~ 2

f,kHz

1 2 3 4

Figure 3.5. Attenuation without Equalization.

3.2.2 Delay Distortion
Delay distortion is a phenomenon peculiar to guided transmission media. The distortion is

ed by the fact that the velocity of propagation of a signal through a guided medium varies

:h frequency. This effect is referred to as delay distortion, since the received signal is distorted

e to variable delay in its components. Delay distortion is particularly critical for digital data.

nsider that a sequence of bits is being transmitted, using either analog or digital signals.

use of delay distortion, some of the signal components of one bit position will spill over into
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ther bit positions, causing inter-symbol interference, which is a major limitation to maximum bit

rate over a transmission control. Equalizing techniques can also be used for delay distortion.

3.2.3 Noise 
For any data transmission, the received signal will consist of the transmitted signal,

edified by the various distortions imposed by the transmission system, plus additional

unwanted signals that are inserted somewhere between transmission and reception. These

undesired signals are referred to Noise and can be divided into four categories: Thermal noise, 

Inter-modulation noise, Cross talk and Impulse noise. 

The Tlıermal noise is due to thermal agitation of electrons in a conductor. It is present in

ill electronic devices and transmission media and is a function of temperature. Thermal noise is

uniformly distributed across the frequency spectrum and hence is often referred to as white noise.

Thermal noise cannot be eliminated and therefore places an upper bound on communications

system performance. This noise is assumed to be independent of frequency. The thermal noise in

atts present in a bandwidth ofW-hertz can be expressed as

N=kTW

Or, in decibel-watts:

N "" 1 O logk + 1 O log T + 1 O log W

N = -228.6 (dbW) .,ı.. l Olog'I' -ı--10 logW

Where No - noise power density, watts/hertz;

k - Boltzmann's constant k = 1.3803 x 10-23 Jı°K; T - temperature, degrees Kelvin When

signals at different frequencies share the same transmission medium, the result may be inter­

modulation noise. The effect of inter-modulation noise is to produce signals at a frequency,

which is the sum or difference of the two original frequencies or multiples of those frequencies.

For example, the mixing of signals at frequencies f1 and f2 might produce energy at the frequency

f1 + f2. This derived signal could interfere with an intended signal at the frequency fı + f2.

Inter-modulation noise is produced when there is some non-linearity in the transmitter, receiver,

or interviewing transmission system

Cross talk has been experienced by anyone who, while using the telephone, he/she is able

o hear another conversation: it is an unwanted coupling between signal paths. It can occur by

electrical coupling between nearby twisted pair or rarely coaxial cable lines carrying multiple
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signals.Among several types of cross-talk the most limitingimpairmentfor data communication

systems is near-end cross-talk (self-cross-talk or echo), since it is caused by the strong signal

output by the transmitter output being coupled with much weaker signalat the input of the local

receivercircuit.Adaptivenoise cancelleris used to overcomethis type of impairment.
A Impulse noise, has short duration and have relativelyhigh amplitude. It is generated

from a variety of causes, including external electromagnetic disturbances, such as lightning,

electricalimpulsesassociatedwith the switchingcircuitsused in the telephone exchange.
Impulse noise is generally only a minor annoyance for analog data. For example, voice

transmission can be corrupted by short clicks and crackles with no loss of intelligibility.

However, impulse noise is the primary source of error in digital data communication. For

example,impulsenoise of O.Ol s duration would not destroy anyvoice data, but would wash out

about 50 bits of data is beingtransmitted at 4800 bps.

3.3 Channel Capacity 
The rate at which data can be transmitted over a given communicationchannel, under

givenconditions, is referred to as the channelcapacity.
There are four concepts here that we are trying to relate to one another.

• Data rate: This is the rate, in bits per second (bps), at whichdata can be transmitted.

• Bandwidth: This is the bandwidth of the transmitted signal as constrains by the transmitter and
the nature ofthe transmissionmedium,expressedby Hertz.

• Noise: The average level of noise over the communicationspath.
• Error rate: The rate at which errors occur, where an error is the reception of a 1 when a O was

transmitted or the reception of a O whena 1 was transmitted.
Communication facilities are expensive and, in general, the greater the bandwidth of a

facilitythe greater the cost. Furthermore, all transmissionchannelsof any practical interest are of

limitedbandwidth. The limitationsarise from the physicalproperties of the transmissionmedium

or from deliberate limitationsat the transmitter on the bandwidth to prevent interference from

other sources. Accordingly, we would like to make as efficient use as possible of a given

bandwidth.
Let us consider the case of a channel that is noise-free. In this environment,the limitation

on data rate is simply the bandwidth of the signal. A formulation of this limitation, due to
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Xyquist, states that if the rate of signal transmission is 2W, then a signal with frequencies no

greater than W is sufficient to carry the data rate. The conserve is also true: Given a bandwidth of

, the highest signal rate that can be carried is 2W.

Example 3.2. A voice channel bandwidth is of W = 3100 Hz. Find the channel capacity.

Solution'. C = 2 W = 6200 bps.

However, as we shall see in chapter 3, signals with more than two levels can be used; that

each signal element can represent more than one bit. For example; if M possible voltage levels

are used, then each signal element can be represented by n = log, M numbers of bits. With

multilevel signaling, the Nyquist formulation becomes

C=2Wlog2M

Thus, for M = 8, a value used with some moderns, C becomes 18600 bps.

An important parameter associated with a channel is a signal-to-noise ratio (SNR)

expressed as SNR = 1 Olog., (SIN) dB

Where SIN - signal -to- noise powers ratio. Clearly a high SIN will mean a high - quality signal

and a low number of required intermediate repeaters.

The signal - to noise ratio is important in the transmission of digital data because it sets

the upper bound on the achievable data rate. The maximum channel capacity, in bits per second,

obeys the equation attributed as the Shannon - Hartley law

C ""'W log2(1+ SIN) ı:::ı 3,32 Wlog10(l+S/N),

Example 3.3. Consider a voice channel with bandwidth of 3000 Hz. A typical value of

SIN for a telephone line is 20 dB.

SNR = 1 O log10(S/N), SIN= 102 = 100; C = 3000 log- (1 + 100) = 19963 bps
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.-t Guided Media 

The guided media includes: twisted pair, coaxial cable and fiber-optic cable

(see Figure 3.6).

Guided media

Twisted pair Coaxial cable Fiber-optic
cable

Figure 3.6 Categories of Guided Media

ble 3. 1 contains the typical characteristics for guided media

Table 3.1 Typical char-acteristics for guided media

Medium 
Total Data Rate Bandwidth Repeater Spacing 

Transmission 

Twisted pair 1-100 Mbps lOOHz-5 MHz 2- 10km

Coaxial cable lMbps-1 Gbps 100 Hz- 500 MHz 1 - 10 km

Optical fiber 2Gbps 2GHz 10- 10 O km
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In the past two parallel flat wires were used for communications. Each wire is insulated

the other and both are open to free space. This type of line is used for connecting· equipment

is up to SO m apart using moderate rate (less than 20 kbps). The signal, typically a voltage or

ent level relative to some ground reference is applied to one wire while the ground reference

applied to the other. Although a two wire open line can be used to connect two computers

ectly, it is used mainly for connecting computers with moderns. As shown in Figure 3.7 two

le wires more sensitive to noise interference.

TransmissionMedia

Noise effect = 16 units

Transmitter ~ Receiver§+16 Total noise effect isI 16-12= 4 unit
12

Noise effeot= 12 units

Figure 3.7 Effect of noise in parallel lines.

4. 1 Twisted Pair 
A twisted pair consists of two insulated copper wires. Over longer distances, cables may

nt.ain hundreds of pairs. The twisting of the individual pairs minimizes electromagnetic

erference between the pairs (see Figure 3.8).
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Sender
Receiver

Total noise is
14-14 = O

--+
3

Figure 3.8 Effect of noise on twisted-pair lines

"ire pairs can be used to transmit both analog and digital signals.For analog signals, amplifiers

e requiredabout every 5 to 6 km. For digital signals,repeaters are used at every 2 or 3 km. It is
backbone of the telephone system as well as the low - cost microcomputer local network

rnhin a building. In the telephone system, individualtelephone sets are connected to the local

ephoneexchange or "end office" by twisted - pair wire. These are referred to as "local loops".

'ithin an office building, telephone service is often provided by means of a Private Branch

change (PBX). For modem digital PBX systems, data rate is about 64 kbps. Local loop

nnectionstypicallyrequire a modem, with a maximumdata rate of 9600 bps. However, twisted

· is used for long - distance trucking applicationsand data rates of 100 Mbps or more may be

hieved.
The twisted pair comes in two forms: shielded (STP) and unshielded (UTP). Figure 3.9

snows STP (a) and UTP (b, c). The metal casing prevents the penetration of electromagnetic

ise and eliminates cross-talk. Materials and manufacturing requirements make STP more

ensivethan UTP but less susceptibleto noise. UTP is cheap, flexible,and easyto use.
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Plastic jacket Braided metal shield

re: -~
a). ~

b)

c)

Figure 3.9 shows STP (a) and UTP (b, c).

3.4.2 Coaxial Cable 
The main limiting factors of a twisted pair line are its capacity and a phenomenon known

~ the skin effect. As the bit rate increases, the current flowing in the wires tends to flow only on

outer surface of the wire, thus using the less available cross-section. This increases the

ectrical resistance of the wires for higher frequency signals, leading to the attenuation In

dition, at higher frequencies, more signal power is lost as a result of radiation effect.

Coaxial cables, like twisted pairs, consist of two conductors, but are constructed

dıfferently to permit it to operate over a wider range of frequencies. Coaxial cables have been

perhaps the most versatile transmission medium and enjoying increasing utilizing in a wide

-ariety of applications. The most important of these are long-distance telephone and television

rransmission, television distribution, and short-range connections between devices and local area

::ıetworks. In Figure 3.10 are shown the constructions of the coaxial cables. Using frequency-

. ision multiplexing a coaxial cable can carry over 10,000 voice channels simultaneously.

oaxial cables are used to transmit both analog and digital signals.

The principal constr-aints on performance are attention, thermal noise, and intermodulation

noise.
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Plastic jacket Braided metal shield Polyetilen dielectric(\ a :tsii(t=cemerconductor
Plastic jacket Aliminum tubing Polyetilen dielectric

Center conductor

Figure 3.10 Coaxial Cable

.5 Unguided Media 
There are three basic modes of getting a radio wave from the transmitting to receiving

tenna: ground wave, space wave, sky wave proportions (Figure 3 .11)

The subdivision of the electromagnetic frequency range is given in the Table 3.2

Figure 3.11 Sky Wave Proportion

Table 3.2 Frequency Range For Wireless Communication
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uencyBand Name Data rate Principal applications 

-300 kHz LF (Low Frequency) 0.1 -100 bps Navigation, Submarine

:MF (Medium Frequency) 10- 1000 bps AM radio

-30MHz I HF (High Frequency) 10-3000 bps Shortwave radio, CB radio

-300MHz I VHF (Very High Frequency) To 100 kbps VHF Television, FM radio

UHF Television

" - 3000 :MHz I Ulff(Upper High Frequency) I To 10 Mbps I Mobile communication

Terrestrial Microwave

-30GHz I SHF (Super High Frequency) j To lOOMbps j Satellite and Terrestrial

microwaves, Radar

The frequency of the radio wave is of primary importance in considering the performance

f each type of propagation.

Ground - Wave Propagation 

A ground wave is a radio wave that travels along the earth's surface. It is sometimes

referred to as a surface wave. Attenuation of ground waves is directly related to the surface

ımpedance of the earth. This impedance is a function of conductivity and frequency. If the earth's

surface is highly conductive, the absorption of wave energy, and thus its attenuation, will be

reduced. Ground-wave propagation is much better over water (especially salt water) than say a

-ery dry (poor conductivity) desert terrain. The ground losses increase rapidly with increasing

frequency. For these reasons ground waves are not very effective at frequencies above 2 MHz.

Ground- wave propagation is the only way to communicate into the ocean with

submarines (about 100 miles distance). To minimise the attenuation of seawater, extremely low

frequency (ELF) propagation is utilised. A typically used frequency is 100 Hz, the attenuation is

about O. 3 d.B/m.
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Space- Wave (line-of-site propagation) Propagation 

The two types of space waves are shown in Figure 3.13. They are the direct wave and

_ ound reflected wave. Do not confuse these with the ground wave just discussed. The direct

ave is by far the most widely used mode of antenna communications.The propagated wave is

dırectedfrom transmitting to receivingantenna and does not travel along the ground. The earth's

surface, therefore, does not attenuate it. The direct space wave has one severe limitation- it is

ically limited to so called line-of -sight transmissiondistances. Thus, the antenna height and

tne curvature of the earth are the limitingfactors. The actual radio horizon is about 1/3 times
_ eater then the geometric line of sight due to diffractioneffects and is empiricallypredicted by

••..e followingapproximation:

'here d - r-adio horizon (mi);hr- transmittingantenna height (ft);

hR - receivingantennaheight (ft)

Ghosting in TV reception. Anytall or massiveobjects obstruct space waves. This results

diffraction(and subsequent shadow zones) and reflections.Reflectionspose a specificproblem

ce, for example, reception of a TV signal may be the combinedresult of a direct space wave

d a reflected space waves. This condition results in ghosting, which manifests itself in the form

f a double - image distortion. This is due to the two signals arriving at the receiver at two

dıfferenttimes. A possible solution to the ghosting problem is to retune the receiving antenna

rientationso that the reflectedwave is too weak to be displayed.

Sky Wave Propagation 

The sky wave has the ability to strike the ionosphere. It can be refracted from it to the

_ ound, strike the ground, be reflected back toward the ionosphere, and so on. A frequency

curring problem is signal multipath. The multipath occurs when the transmitted signal arrives

the receiver via multipath paths at different delays. Signal multipath results intersymbol

aıterference in a digital communication system The signal components arriving via different

opagation paths may add destructively, resulting in a phenomenon called signal fading. Sky
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rave propagation ceases to exist at frequencies above 30 MHz. However it is possible to have

ospheric scatter propagation at the range of 30 MHz and troposphere scatteringat 40 MHz to
_OOMHz.

Microwaves 

o generalranges of frequenciesare of interest in discussion.

Microwave :frequenciesthat cover a range of about 3 to 30 GHz. At these frequencies,highly

directional beams are possible, and microwave is quite suitable for point-to-point
transmission.

_ Radio waves that cover a range of about 30 MHz to 1 GHz. At these frequencies, omni

directionaltransmissionis possible,and microwaveis quite suitablefor broadcasting.

"e will refer to signalsin the range 30 MHz to 1 GHz as radio waves.

Omni directional transmission is used and signals at these :frequenciesare suitable for

oadcast applications. The most common type of microwave antenna is the parabolic "dish". A

vpicalsize is about 1 O ft in diameter. The antenna is fixed rigidlyand focuses a narrow beam to

·eve line-of-sight transmission to the receiving antenna. Microwave antennas are usually

ted at substantial heights above ground level in order to extend the range between antennas

d to be able to transmitover interveningobstacles.
The primary use for terrestrial microwave systems is in long-haul telecommunications

ice, as an alternativeto coaxial cable for transmittingtelevisionand voice. Like coaxialcable,

icrowave can support high data rates over long distances. The microwave facility requires far

er amplifiersor repeaters than coaxial cable for the same distance, but requires line of sight

transmıssıon,

Another increasinglycommon use of microwave is for short point- to point links between

ildings. This can be used for closed- circuit TV or as a data link between local networks.

ınally, a potential use for terrestrial microwave is to provide digital data transmission in small

egions (radius < 10 km). This concept has been termed as "local data distribution" and would

ovidean alternativeto phone linesfor digitalnetworking.
The microwave transmission covers a substantial portion of the spectrum Common

equenciesused for transmissionare in the range 2 to 40 GHz. The higher the frequencyused the

igherthe potential bandwidth,and therefore, the higherthe potential data rate.

56



Transmission Media

As with any transmission system, a main source of loss for microwave is attenuation. For

icrowave (and radio frequency), the loss can be expressed as

L = 10Log(4:d)2 dB;
3.108

ı-[m] = f[Hz]

,nere d is the distance and A is the wavelength in the same units.

Thus loss varies as the square of the distance. This is in contrast to twisted pair and coaxial cable

zhere the loss varies logarithmically with distance (linear in decibels). Thus repeaters or

a:mplifıers may be placed farther apart for microwave systems - 1 O to 100 km is typical.

Attenuation is increased with rainfall. Another source of impairment for microwave is

erference.

3.6 Fiber Optic Cable 
The fiber-optic is defined as branch of optics that deals with the transmission of light

ough ultra pure glass, plastic or some other form of transparent media. One of first noted

experiment that demonstrated the transmission of light through a dielectric medium has been

eated to John Tyndall. In 1854 John Tyndall demonstrated that light could be guided through

stream of water based on the principle of total internal reflection.

Inl 880 Alexander Graham Bell invented the photo phone, a device that transmits voice

sıgnals over a beam of light.

Great interest in communication at optical frequencies was created in 1958 with the

ention of the laser by Charles H. Townes.

In 1966 Charles K. Kao and George Rockham of Standard Telecommunications

Laboratories of England performed several experiments to prove that, if glass could be made

ore transparent by reducing its impurities, light loss could be minimized. Their research led to a

. ublication in which they predicted that optical fiber could be made pure enough to transmit light

several kilometers. In the next two decades researchers worked intensively to reduce the

artenııation to 0.16 dB/km.

Inl 988 the Synchronous Optical Network (SONET) was published by the American

National Standards Institute (ANSI).
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1995 Multimedia applications for business have become the major impetus for increased

.ıse of optical fiber within the LAN, MAN, and WAN environment.

Just as standard electric cables come in a variety of sizes, shapes, and types, fiber optic cables are

.•• ailable in different configurations. The simplest cable is just a single strand of fiber, whereas

omplex cables are made up of multiple fibers with different layers and other elements.

The portion of a fiber optic cable (core) that carries the light is made from either glass or

• lastic. Another name for glass is silica. Special techniques have been developed to create nearly

rfect optical glass or plastic, which is transparent to light. Such materials can carry light over a

ng distance. Glass has superior optical characteristics over plastic. However, glass is far more

expensive and more fragile than plastic. Although the plastic is less expensive and more flexible,

·- attenuation of light is greater. For a given intensity, light will travel a greater distance in glass

than in plastic. For very long distance transmission, glass is certainly preferred. For shorter

· tances, plastic is much more pr-actical.

All fibers consist of a number of substructures including (see Figure 3.16):

• A core, which carries most of the light, surrounded by

• A cladding, which bends the light and confines it to the core, surrounded by

• A substrate layer (in some fibers) of glass which does not carry light, but adds to the

diameter and strength of the fiber, covered by

• A primary buffer coating, which provides the first layer of mechanical protection, covered

by

• A secondary buffer coating, which protects the relatively fragile primary coating.

Figure 3.16 Fiber Optic Cable

The cladding is also made of glass or plastic but has a lower index of refraction. This ensures that

e proper interface is achieved so that the light waves remain within the core. In addition to

protecting the fiber core from nicks and scratches, the cladding adds strength. Some fiber optic

cables have a glass core with a glass cladding. Others have a plastic core with a plastic cladding.
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other common arrangement is a glass core with a plastic cladding. It is called plastic-clad

r

.6.1 Theory of Light 

In the seventeenth and eighteenth centuries, there were two schools of thought regarding

ıae nature of light. Sir Isaac Newton and his followers believed that light consisted of rapidly

ving particles (or corpuscles), whereas Dutch physicist Christian Huygens regarded light as

__ing a series of waves.
The wave theory was strongly supported by an English doctor named Thomas Young. By

.905, quantum theory, introduced by Clark Maxwell, showed that when light is emitted or

orbed it is not only as a wave, but also as an electromagneticparticle calleda photon. Photon

.- said to possess energy that is proportional to its frequency. This is known as Planck's law,

.hich states:

E=hxv

.here E = photon's energy (J);
h = Planck's constants, 6.63 x 10 ..34 (J-s);

v = frequencyof the photon (Hz).
Using the particle theory, Einstein and Planck were able to explain photoelectric effect:

fam visible light or electromagnetic radiation of a hire frequency shines on a metallic surface,

electronsare emitted,which is turningan electric current.

Electromagnetic Spectrum 

Fundamentally,light has been accepted as a form of electromagneticradiation that can be

categorized into a portion of the entire electromagnetic spectrum, as shown in Table 3. 2. In
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ition, each frequency can be specified in terms of its equivalent wavelength. Frequency or

velength are directly related to the speed of light.

C= fxı.

Where c - speed oflight in a vacuum or free space, 3 xl O 8 (mis);

f - frequency (Hz); A-wavelength (m).

Example 3.2 Compute the wavelength for a frequency of7.20 MHz.

Solution: c = fx "A

Therefore, F = c/"A = ( 3 x 10 8
) I ( 7.2 x 10 6

) = 41.7 m

Table 3.3 Electromagnetic Spectrum

Range of wavelength, nm Name of wavelength

10° -no Infrared

770-662 Red

662-597 Orange

597- 577 Yellow Visible

577-492 Green

492-455 Blue

455-390 Violet

390- 10 Ultraviolet

The portion of the electromagnetic spectrum regarded as light has been expanded in Table

_ 3 to illustrate three basic categories of light:

1. Infrared: that portion of the electromagnetic spectrum having a wavelength ranging from 770

·~ 106 run. Fiber optic systems operate in this range.
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ı. Visible: that portion of the electromagneticspectrumhavinga wavelengthranging from 390 to

·70 run. The human eye, responding to these wavelengths allows us to see the colours ranging

omviolet to red, respectively.
3. Ultraviolet: that portion ofthe electromagneticspectrumrangingfrom 10 to 390 run.

The light that we use for most fiber optic systemsoccupies a wavelengthrange from 800

to 1600 run. This is slightlylarger than visiblered light and fallswithin the infraredportion of the

spectrum.

Snell's Law : Total Interval Reflection

For light to propagate in any medium, the medium must be transparent to some degree.

The degree of transparencydetermineshow far light willpropagate. Transparent materials can be

the form ofa liquid,gas, or a solid. Some examplesare glass, plastic,air, and water.
One of the most fundamental principles of light is that when it strikes the interface

tween two transparent mediums,such as air and water, a portion of the light energy is reflected

back into the first medium and a portion is transmitted into the second medium. The path in
.hich light travels from one point to another is commonly referred to as the ray. Figure 3.12

ustrates the classicexampleof a ray of light incidentupon the surfaceofwater. Notice that part

f the light is reflected off the surf-ace of water and part of it penetrates the water. The ray

netrating to water is said to be refracted or bent toward the normal The amount of refracted

ht is determined by the medium's index of refraction, generallydenoted by the letter n, Index

f refraction is the ratio of the speed of light in a vacuum - c, to the speed of light in the given

edium - v. This relationship is given by the equation: n = c I v. Since the speed of light is

wer in mediums other than a vacuum, the index of refraction in such mediumsis alwaysgreater

than 1.
Examplefor air n = 1.003, for water n = 1.33, for fiber-opticn = 1.6.

In 1621, the Dutch mathematicianWillebrardSnell establishedthat rays of light could be

traced as they propagate from one mediumto another based on their indicesof refraction. Snell's

w is stated by the equation:
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Incident ray Norrnal

Air

Reflected ray

Water
L.----------L _ 

Refracted ray

Figure 3.12 Ray Of Light Incident Upon The Surface Of Water.

Ilı _ sine2 .
Il2 - sineı '

nı sin 61 = n2 sin 62

where n1 - refractive index of material 1; 61 - angle of incidence; 62 - angle of refraction; nz -

refractive index of material 2. When the angle of incidence, 9 ı. becomes large enough to cause

the sine of the refraction angle, 02, to exceed the value of 1, total internal reflection occurs. This

angle is called the critical angle, 9c. The critical angle, 9c, can be derived from Snell's law as

nı sin 61""' n2 sin 62

sin 9ı ""' n2 sin 92/nı

When sin 61 = sin 92, then sin 01 = n2 I nl. Therefore, critical angle: 0o = sin ·1 (n2 I nl)

follows

62



Transmission Media

Refracted portions ofB ray

Ray

I 
I 

'RayB Ray A experienciestotal
internal reflection

'-
Reflectedportions of B ray

Figure 3.13 Ray A penetrates the glass-air interfaceat an angle

exceedingthe criticalangle, 9c.

For glass, n = 1.5; for air n = 1.0 and 00 = sin ·1 ( n2 I nl) = sin ·1 ( 1.0 I 1.5) = 41.8°.

By surrounding glass with material whose refraction index is less than that of the glass, total

ınternalreflectioncan be achieved. This is illustrated in Figure 3.13. Ray A penetrates the glass­

air interface at an angle exceedingthe critical angle, 9c, and therefore experiences total internal

reflection On the other hand, Ray B penetrates the glass air interface at an angle less than the

critical angle. Total internal reflection does not occur. Instead, a portion of ray B escapes the

glassand is refracted away from the normal as it enters the less dense mediumof air. A portion is

also reflected back into the glass. Ray B diminishedin magnitude as it bounces back and forth

between

The glass-air interface. The foregoing principle is the basis for guiding light through optical

fibers.
Two key elements that permit light guiding through optical fibers are its core and its cladding.

The fiber's core is manufacturedof ultra pure glass (silicon dioxide) or plastic. Surrounding the

core is a materialcalledcladding.A fiber claddingis also madeof glass or plastic.
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Its index of refraction, however, it is typically 1 o/o less than that of its core. This permits total

internal reflection of rays entering the fiber and striking the core-cladding interface above the

critical angle of approximately 82-degree (sin" (1/1.01). The core of the fiber therefore guides

the light and the cladding contains the light. The claddingmaterial is much less transparent than

the glass making up the core of the fiber. This causes light rays to be absorbed if they strike the

core-claddinginterfaceat an angle less than the criticalangle.

In Total internalreflectionoccurs as it strikes the lower indexcladdingmaterial.

Figure 3.14 A Light Ray Is TransmittedInto The Core Of An OpticalFiber.

3.6.2 Block Diagram of the FOS 

One of the main limitations of communication systems is their restricted information

carryingcapabilities.In more specific terms what this means is that the communicationsmedium

can only carry so many messages. And, as you have seen, this information-handlingability is

directlyproportional to the bandwidth of the communicationschannel. In telephone systems, the
bandwidth is limitedby the characteristicsof the cable used to carry the signals. As the demand

for telephones has increased, better cables and wiring systems have been developed. Further,

multiplexing techniques have been used to transmit multiple telephone conversations over a

singlecable.
In radio communicationsystems, the informationmodulates a high frequencycarrier. The

modulation produces sidebands, and therefore, the signal occupies a narrow portion of the RF

spectrum. However, the RF spectrum is finite. There is only so much space for radio signals. To

increase the informationcapacity of a channel, the bandwidth of the channel must be increased.

This reduces availablespectrum space. Multiplexingtechniques are used to send more signals in
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a given channel bandwidth, and methods have been developed to transmit more information ın

less bandwidth.

The information-carryingcapacity of the radio signal can be increased tremendously if

higher carrier frequencies are used. As the demand for increased communicationscapacity has

gone up over the years, higher and higher RFs are being used. Today, microwaves are the

preferred radio channelsfor this reason, but it is more complexand expensiveto use these higher

frequenciesbecauseof the specialequipmentrequired.

One way to expand communicationscapabilityfurther is to use light as the transmission

medium. Instead of using an electrical signal traveling over a cable or electromagnetic waves

traveling through space, the informationis put on a light beam and transmitted through space or

through a special cable. In the late nineteenth century, Alexander Graham Bell, the inventor of

the telephone, demonstratedthat informationcould be transmittedby light.
Light beam communicationwas made more practical with the inventionof the laser. The

laser is a special high-intensity,single frequency light source. It produces a very narrow beam of

brilliantlight of a specificwavelength (color). Because of its great intensity, the laser beam can

penetrate atmospheric obstacles better than other types of light, thereby making light-beam
communicationmore reliable over longer distances. The primary problem with such free-space

light beam communicationis that the transmitter and receiver must be perfectly alignedwith one

another.
Instead of using free space, some type of light carrying cable can also be used. For

centuries it has been known that light is easily transmitted through various types of transparent

media such as glass and water, but it wasn't until the early in 1900s that scientist were able to

develop practical light carrying media. By the mid-1950s glass fibers were developed that

permitted long light carrying cables to be constructed. Over the years, these glass fibers have

beenperfected. Further, low cost plastic fiber cable also developed.Developments in these cables

permittedthem to be made longer with less attenuation of the light.

Today the fiber optic cables have been highly refined. Cables many miles long can be

constructed and interconnected for the purpose of transmitting informationon a light beam over

very long distances. Its great advantage is that light beams have an incredible information

carrying capacity. Whereas hundreds of telephone conversations may be transmitted

simultaneouslyat microwave frequencies, many thousands of signals can be carried on a light
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beam through a fiber optic cable. Using multiplexing techniques similar to those used in

elephone and radio systems, fiber optic communications systems have an almost limitless

capacityfor informationtransfer.
The componentsof a typical fiber optic communicationssystemare illustratedin Figure 3. 15.

ADC
JlJU1-
j 

Light source

Voice
Or video

Data from
computer

Shaper JlIUl. User
DAC

Light detector

Figure 3.15 TypicalFiber Optic CommunicationsSystem

The informationsignal to be transmitted may be voice, video, or computer data. The first

step is to convert the informationinto a form compatiblewith the communicationsmedium. This

is usually done by converting continuous analog signals such as voice and video (TV) signals

ınto a series of digital pulses. An Analog-to-DigitalConverter (ADC) is used for this purpose.

Computer data is already in digital form. These digital pulses are then used to flash a powerful

lightsource off and on very rapidly.In simplelow cost systemsthat transmit over short distances,

the light source is usually a light-emittingdiode (LED). This is a semiconductordevice that puts

out a low intensityred light beam. Other colors are also used. Infrared beams like those used in

TV remote controls are also used in transmission. Another commonly used light source is the

laser emitting diode. This is also a semiconductor device that generates an extremely intense

singlefrequencylightbeam.
The light beam pulses are then fed into a fiber optic cable where they are transmitted over long

distances.At the receiving end, a light sensitivedevice known as a photocell or light detector is

used to detect the light pulses. This photocell or photo detector converts the light pulses into an

electricalsignal. The electricalpulses are amplifiedand reshaped back into digital form. They are
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fed to a decoder, such as a Digital-to-AnalogConverter (DAC), where the originalvoice or video

is recovered for user.

3.6.3 Basic Construction of the Fiber-Optic Cables

There are two basic ways of classifyingfiber optic cables. The first way is an indication

of how the index of refraction varies across the cross section of the cable. The second way of

classificationis by mode. Mode refers to the various paths that the light rays can take in passing

through the fiber. Usuallythese two methods of classificationare combinedto definethe types of
cable. There are two basic ways of definingthe index of refractionvariationacross a cable. These

are step indexand graded index. Step indexrefers to the fact that there is a sharplydefinedstep in

the index of refraction where the fiber core and the claddinginterface. It means that the core has

one constant index of refraction NI, while the claddinghas another constant index of refraction

N2.

The other type of cablehas a graded index. In this type of cable, the indexof refractionof

the core is not constant. Instead, the index of refraction varies smoothly and continuouslyover

the diameter of the core. As you get closer to the center of the core, the index of refraction

graduallyincreases,reachinga peak at the center and then decliningas the other outer edge of the

core is reached. The indexof refractionof the claddingis constant.

Mode refers to the number of paths for the light rays in the cable. There are two

classifications:single mode and multimode. In single mode, light follows a single path through

the core. In multimode,the light takes manypaths through the core.
Each type of fiber optic cable is classifiedby one of these methods of rating the index or

mode. In practice, there are three commonly used types of fiber optic cable: multimode step

index, single mode step index and multimode graded index cables.
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3.6.4 Advantages and Disadvantages of the FOS 

a) Advantages 

Themajoradvantagesare:
Bandwidth One of the most significantadvantages that fiber has over copper or other

::ransmissionmedia is a bandwidth. Bandwidth is directly related to the amount of information

:.hat can be transmitted per unit time. Today's advanced fiber optic systems are capable of

:ransmittingseveral gigabits per second over hundreds of kilometers. Ten thousands of voice

channelscan now be multiplexedtogether and sent over a singlefiber strand.
Less Lose. Currently, fiber is being manufactured to exhibit less than a few tenths of a

ecibelof loss per kilometer.
Less Weight and Volume. Fiber optic cables are substantially lighter in weight and

occupymuch less volume than copper cables with the same informationcapacity. For example,a

'-in. diameter telephone cable consistingof 900 twisted-pair wires can be replaced with a single

fiber strand 0.005 inch in diameter (approximatelythe diameter of a hair strand) and retain the

same information-carryingcapacity. Even with a rugged protective jacket surrounding the fiber,

occupiesenormouslyless space and weightsconsiderablyless.
Security. Since light does not radiate from a fiber optic cable, it is nearly impossibleto

secretly tap into it without detection. For this reason, several applications requiring

communicationssecurity employ fiber-optic systems. Military information, for example, can be

transmittedover fiber to prevent eavesdropping.In addition, metal detectors cannot detect fiber­

optic cablesunless they are manufacturedwith steel reinforcementfor strength.
Flexibility. The surface of glass fiber is much more refined than ordinary glass. This,

coupledwith its small diameter, allows it to be flexibleenough to wrap around a pencil. In terms

of strength, a 0.005-in. strand of fiber is strong enough to cut one's finger before it breaks, if

enoughpressure is appliedagainst it.
Economics. Presently, the cost of fiber is comparableto copper at approximately$0.20 to

SO.SO per yard and is expected to drop as it becomesmore widelyused. Sincetransmissionlosses

are considerably less than for coaxial cable, expensive repeaters can be spaced farther apart.

Fewer repeaters meana reduction in overall systemcost and enhancedreliability.
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Reliability. Once installed, a longer life span is expected with fiber over its metallic

counterparts since it is more resistant to corrosion caused by environmental extremes such as

temper-ature,corrosive gases, and liquids.

b) Disadvantages 

In spite of the numerous advantages that fiber optic systems have over conventional

methods of transmission, there are some disadvantages, particularly because of its newness.

Manyof these disadvantagesare being overcomewith new and competitivetechnology.

Interlacing costs. Electronic facilitiesmust be converted to optics in order to interface to
fiber. Often these costs are initiallyoverlooked. Fiber-optic transmitter, receiver, couplers, and

connectors, for example,must be employedas part of the communicationsystem. Test and repair

equipmentis costly. If the fiber optic cablebreaks, splicingcan be a costly and tedious task
Strength. Fiber, by itself, has a tensile strength of approximately 1 lb, as compared the

coaxial cable at 180 1 b (RGS9U) surrounding the fiber with stranded Kevlar and a protective

PCV jacket can increase the pulling strength up to 500 1 b. Installations requiring greater tensile

strengthscan be achievedwith steel reinforcement.
Remote Powering of Devices. Occasionallyit is necessaryto provide electricalpower to

a remote device. Since this cannot be achieved through the fiber, metallic conductors are often

included in the cable assembly. Several manufacturers now offer a complete line of cable types,

includingcablesmanufacturedwith both copper wire and fiber.
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4. ERROR DETECTION AND CORRECTION 

4. 1 Overview 
Networks must be able to transfer data from one device to another with complete accuracy. A

system that cannot guarantee that the data received by one device are identical to the data

transmitted by another device is essentially useless. Yet anytime data are transmitted from

source to destination, they can become corrupted ia passage. In fact, it is more likely that

some part of a message will be altered in transit than that the entire contents will arrive intact.

Many factors, including line noise, can alter or wipe out one or more bits of a given data unit.

Reliable systemsmust have a mechanismfor detecting and correcting such errors.

Data can be corrupted during transmission. For reliable communication, errors must be

detected and corrected.

Error detection and correction are implemented either at data link layer or the transport layer

of the OSI model.

4.2 Types of Errors 

Whenever an electromagnetic signal flows from one point to another, it is subject to

unpredictable interference from heat, magnetism, and other forms of electricity. This

interference can change the shape or timing of the signal. If the signal is carrying encoded

binary data, such changes can alter the meaning ~f the data, changing O to 1 or 1 to O. bits can

be changed singly or in clumps. For example, a O.Ol second burst of impulse noise on a

transmission with a data rate of 1200 bps might change 12 bits of information. Other

circumstances can alter just one bit of a data unit, or the first and third bits but not the second.

These errors, though seemingly less significant, can make the data just as unreadable as

wiping out 12 bits. So it is important to understand all three types of errors and how to detect
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