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ABSTRACT 

Wireless Asynchronous Transfer Mode {WATM) networks pose new traffic 

management problems. Wireless ATM is expected to provide seamless connection between 

mobile terminal and wired ATM so that any future application requiring any Quality of 

service (QoS) is supported. At present the wireless Network is efficient enough to provide 

data service to mobile users. The inherent characteristics of ATM like the availability of 

abundant bandwidth and provision of the Quality of Service guarantees are applied in the 

wireless media, which gives rise to the Wireless ATM. Wireless ATM in terms of a 

number of complementary architectures. They provide an efficient way to structure the 
complex problem of defining a modem telecommunication network! into a set of more 

manageable sub problems the user view of wireless ATM is captured in a service 

architecture based on the corresponding fixed ATM models. The integrated service 

architecture allows seamless communication between the mobile users and fixed A TM 

services and users. 

A network operator view is reflected in a network architecture that allows operators 

to extend, in a modular way, fixed ATM networks to also support mobile users. 
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INTRODUCTION 

In this project WATM, is studied with intensive care. Wireless ATM will be viewed 

as a mandatory access technology to broadband networks in order to provide users with 
truly integrated services. The project viewed by identifying relevant system requirements 

for wireless ATM .The project comprises of four chapters. 

Chapter 1 this section briefly reviews traffic management in Asynchronous Transfer 

Mode (ATM) networks. Since ATM networks are connection-oriented, a connection-setup 

phase occurs before the flow of user-data begins. During connection-setup, the user may 

signal various Quality of Service (QoS) parameters and traffic characteristics to the 

network via the User-Network Interface (UNI) protocol for end-to-end transmission. 

Chapter 2gives the basic concepts ofWATM .Its basic parameters are discussesed, 

moreover its services and sub-system design in order to get the complete knowledge of 
WATM. 

Chapter 3 gives an over-view of Arehiteeture of WATM sueh as prevalent 

architecture, swan Architecture, Wamis Architecture, Radio architecture, Enhance fixed 
architecture, Relevant Wireless Architecture are discuss in detail. 

Chapter 4 covers the WATM networks architecture, WATM protocols, switching 

techniques and W ATM Handover on Wireless ATM (WATM) networks. These 
technologies will support various multimedia applications. W ATM is expected to provide 

significantly high bit-rate services to meet the demand for handling multimedia 

infonnation, such as teleconferences, moving pictures, and large files. Furthermore, 

WATM is required to provide a variety of services like CBR, VBR, ABR, and UBR and 
flexible connection. 
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Overview of Asynchronous Transfer Mode 

1. OVERVIEW OF ATM 

1.1 Background of ATM 

ATM has been advocated as an important technology for the wide area 

interconnection of heterogeneous networks. In A TM networks, the data is divided into 
small, fixed length units called cells. The cell is 53 bytes. Each cell contains a 5 byte 

header; this header contains the identification, control priority, and routing information. 

The other 48 bytes are the actual data. A TM does not provide any error detection operations 

on the user payload, inside the cell, and also offers no retransmission services. 

1.2 Introduction 

The Broadband Integrated Services Digital Network (BISON) supports digital 

transmission at rates greater than 1.544 Mbps. This service includes the transfer of voice, 

video, and data through public and private networks. Asynchronous Transfer Mode (ATM) 

is being developed as one of the techniques that will enable the BISON to transport this 
wide variety of services. ATM standards are evolving under the guidance of the 

International Telecommunications Union- Telecommunications Standards Sector (ITU-T). 

These standards are being developed to enable services requiring large bandwidths such as 

distributed supercomputing and telemedicine and services requiring a smaller bandwidth 

such as voice to operate in a cost effective manner on the same network. 

The standards also define the protocols required to interface other network services 

such as Switched Multi mega bit Data Services (SMDS). ATM standards are written in 

such a way that services that are in \JSe today and new services that are under development 

can use the same network. ATM combines circuit switch routing of public telephone 
networks, packet switching of private data networks, and the asynchronous multiplexing of 

a packet switch. It is a cell switching and multiplexing technique that supports switching in 

public and private networks. 
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Constant transmission delay and guaranteed capacity, two benefits of circuit 

switching, are combined with the flexibility and efficiency of handling intermittent packet 

type data.2 ATM is connection-oriented and converts all incoming data into a 53 byte cell. 
The cell consists of a five. 

1.3 ATM Connection Types 

There are two types of connections available at this time with ATM, point-to-point 

and point to-multipoint Point-to-point connections can be unidirectional or bidirectional. 

Point-to-multipoint can be unidirectional only. Multipoint-to-multipoint is not available yet 

There is no method for a receiver to identify the cells from individual sources since the 

cells would be interleaved from multiple sources. This prohibits proper reassembly of the 

cells into the proper data frames at the receiver. 

1.4 A TM Multiplexing 

ATM uses asynchronous multiplexing instead of synchronous. In synchronous time 

division multiplexing (TOM) users are pre-assigned to time slots. In ATM time slots are 
assigned only when a user has data to send. TOM is inefficient in relation to ATM in two 

respects. In TOM an idle code is transmitted in a time slot in which them is no user traffic. 

In ATM idle codes are not required when there is no user data to send. ATM does, 

however, use idle cells to adapt the rate of the ATM cells to the physical transmission 

medium. The idle cells are discarded at the receiver and are not processed in the same 

manner as user data. 

This is more efficient than synchronous TOM since in that method idle time slots 

are sent and processed as user data. ATM transport is an advantage for the user since he 

pays only for the cells he sends and not for a dedicated channel he may not fully utilize. 

Also, in synchronous TOM if a user has a lot of data to send he must wait until his time slot 

arrives even if all of the other timeslots are empty. With ATM a user sends data when he 

2 
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needs to send. This is certainly more efficient and is an advantage for the network provider 

since the network is used to process and transport data instead of'idle codes. 

1.5 A TM Quality of Service 

One important concept developed in ATM is quality of service (QOS). When an 

end station connects to the ATM network it establishes its requirements for the quality of 

the connection. These requirements are known as QOS parameters and include the required 

bandwidth, average sustained bandwidth, and burst size.3 ATM devices must adhere to 
these requirements and they do so by various methods. Switches may use queues to prevent 

data bursts, limit the peak data rate, and smooth jitter. Congestion may be controlled by 

routing cells through less congested nodes or switches or by discarding cells if the user 

agrees. The discard agreement is negotiated when the service application is made. 

1.6 A TM Virtual Circuits and Paths 

ATM also uses virtual circuits and paths (VC's and VP's) extensively. A VC is a 

bidirectional logical connection between the ends of a communication connection. A VP is 
a bidirectional logical grouping ofVC's that have the same destination. The VC's and VP's 

are used to transport cells from one A TM entity to the next. Their use will be explained 

later. 

1. 7 A TM Cell Structure 

Each ATM cell is 53 bytes in length. The first five bytes fonn the cell header while 

the last 48 bytes carry user or control data. The infunnation in the cell header is used to 

establish connections and route cells. The cell header uses one of the two formats defined 

by the ITU-T. The formats are the User-Network Interface (UNI) and the Network-Node 

Interface (NNI). The UNI defines the interface between the user and the network while the 

3 
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NNI defines the interface between ATM networks and ATM nodes. In the UNI header 

format there are six fields that form a five byte header. They are as follows: 

1) Generic Flow Control (GFC)- This field is four bits in length and provides local 

functions such as identifying multiple stations that sham the same ATM interface. It 
provides flow control at the UNI for traffic originating at the user and directed 

toward the network.4 It does not control network-to-network or network-to-user 
flow. 

2) Virtual Path Identifier (VPI)- This field is eight bits in length and is used with the 

next field to identify the next destination of the cell as it is routed through the ATM 

network. This yields 256 (28 ;;;; 256) possible VP's. 

3) Virtual Circuit Identifier (VCI)- This field is 16 bits in length and ~t also identifies 

the next destination of the cell as it progresses through the network. This provides 

65,536 (216 = 65,536) possible VC's. 
4) Payload Type (PT)- This field is three bits in length. The first bit indicates whether 

a cell has user data or ATM controldata. If bit one is set to 1 the cell contains ATM 

control data that will be used for management functions. lfbit one is set to O the cell 

contains user data. When bit one is set to O bit two is used to indicate congestion. A 

congested switch will set bit two to 1 to inform an end node that it is congested.5 
The third bit is used in some applications to indicate if this is the last cell in a user 

ftame. 

5) Congestion Loss Priority (CLP)- This field is one bit in length and indicates if a cell 

can be discarded ifit encounters extreme congestion in the network. The value of 

this bit depends on the QOS parameters requested by the user when the service is 

requested. If the CLP bit is set to 1 the cell may be discarded during congestion. 

Cells with the CLP hit set to O have higher priority and are not discarded if 

possible.6 Cells in an application such as video coding may be dropped without 

degrading the video quality. Also, this bit could be set for those user cells 

transmitted in excess of the negotiated rate.7 

6) Header Error Control (HEC)- This field is eight bits in length and uses the 

polynomial x8 + x2 + x + 1 to perform a cyclic redundancy check (CRC).8 

4 
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The polynomial is only applied to the first four bytes of the header. The contents of 

this field are the resulting eight bit CRC. 

The NNI header is the same as the UNI header except that there is no GFC field. 

GFC is only used for traffic originating at a user and transmitted toward the network. It is 

not required at the NNI. Instead those four bits are added to the VPI field for a total of 12 

bits. This increases the number of VP's :from 256 to 4,096 (212 = 4,096). 

1.8 BISON Protocol Reference Model 

A Protocol Reference Model (PRM) has been defined for BISON for ATM. The 

model has three layers that are similar to the first three layers of the Open Systems 
Interconnection (OSI) Reference Model. The physical layer of BISON is roughly 

equivalent to OSI layer one and performs bit level functions such as timing for those 

services that require timing.9 The ATM layer is similar to the lower edge of OSI layer two. 

It generates the cell header. The ATM Adaptation Layer (AAL) is similar to the upper edge 

of layer 2 and layer three of the OSI Reference Model. It adapts various services to ATM 

cells. Above the AAL there are higher layer protocols representing the traditional transports 

and applications of the OSI Reference Model. IO The AAL also provides service dependent 
functions to those upper layers of the OSI Reference Model. The BISON PRM also uses 

three planes. 

The three planes are user, control, and management. The user plane provides for 

user information to flow along with its associated control fields for flow control and error 

recovery. The control plane includes all connection control functions such as signaling 

functions required fur connection setup, supervision, and release. The management plane 

provides both layer and plane management functions. The layer management function 

performs layer specific management functions while plane management coordinates the 

functions of the entire system.11 See Figure 1.1 for a model of the layers and planes in the 

BISDNPRM. 
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1.8 BISON Protocol Reference Model 

A Protocol Reference Model (PRM) has been defined for BISDN for A ™r The 
model has three layers that are similar to the first three layers of the Open Systems 

Interconnection (OSI) Reference Model. The physical layer of BISDN is roughly 
I 

equivalent to OSI layer one and performs bit level functions such as timing for ~hose 
I 

services that require timing.9 The ATM layer is similar to the lower edge of OSI layer two. 

It generates the cell header. The ATM Adaptation Layer (AAL) is similar to the upper, edge 

of layer 2 and layer three of the OSI Reference Model. It adapts various services to ATM 

cells. Above the AAL there are higher layer protocols representing the traditional transports 

and applications of the OSI Reference Model.10 The AAL also provides service dependent 

functions to those upper layers of the OSI Reference Model. The BISDN PRM also uses 

three planes. 

The three planes are user, control, and management. The user plane providtrs for 

user information to flow along with its associated control fields for flow control and .error 

recovery. The control plane includes all connection control functions such as signaling 

functions required for connection setup, supervision, and release. The management plane 

provides both layer and plane management functions. The layer management function 

performs layer specific management functions while plane management coordinates the 

functions of the entire system. I l See Figure 1.1 for a model of the layers and planes in the 

BISDN PRM. 
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Figure 1.1 BISDN protocol reference model 
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At the receiver the error control code is generated again on the first four bytes of the 

cell header and compared to the CRC value that was received in the HEC field. If the value 
matches, processing continues. If not, the cell is discarded. This prevents cells from 

reaching incorrect destinations if there are errors in the VCI or VPI fields. This reduces 

requests for retransmission, helps to control congestion, and ensures high speed data 

transport.13 If cells are discarded or there are errors the ATM node or switch does not 

request retransmission. 

The application must initiate the retransmission request .The last function of the TC 

sub layer is cell rate decoupling. This function inserts idle cells in the transmit direction to 

adapt the rate of the ATM cells to the payload capacity of the transmission system. It also 

discards idle cells in the receive direction. As stated in Section 2.0 ATM Multiplexing these 

idle cells are not dependent on user data as in synchronous TOM. See Figure 1.2 for a 

diagram of the Physical Layer. 

1.8.2 ATM Layer 

The ATM layer is also common to all services. It handles the functions of the cell 
header independent of the type of user data or physical media. This maintains flexibility in 

the ATM layer. With the exception of the HEC value the ATM layer generates and extracts 

the cell header in the transmit and receive directions respectively. The HEC value is 

obtained from the TC sub layer of the physical layer and is placed in the cell header at this 

layer.14 The ATM layer also multiplexes cells from individual VC's and VP's and 

different types of physical media into one cell stream in the transmit direction. In the 

receive direction, the cell stream is divided into individual cell flows with respect to the 

VC's or VP's of the cells. Since this layer is independent of the physical transport media 

cells from various types of services and media can be combined into one cell stream for 

transmission. 

They can be recovered and placed in their respective formats at the receiver. Each 

entity that is part of or accesses an A TM network has some type of address. The address 

7 
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may be an ATM address or an address that is used in the application such as a Media 

Access Control (MAC) address used in the Institute of Electrical and Electronics Engineers 

(IEEE) 802 Local Area Network (LAN) specification.l S At an ATM node or switch the 

ATM layer obtains the address or Service Access Point (SAP) identifiers from the next 
layer, the AAL, and translates them into VCI's and VPI's. At the ATM layer the VCl's and 

VPI's are used to determine the next destination of the cell. When the destination is 

detennined the VCI and VPI values are changed before the cell is transmitted to the next 

node or switch. GFC is another function of the ATM layer. As explained in Section 5.0 

ATM Cell Structure it supports control of ATM traffic flow in a customer network. The 

information is contained in the GFC field of the cell header. See Figure 1.2 for a diagram of 

the ATM Layer. 

1.8.3 AAL Layer 

Since the various BISON applications do not require the same functions, the 

applications are placed in categories of service classes and the third layer of the PRM, the 

AAL, handles the functions of the various services. This layer provides the link between 

the various applications and ATM functions. The AAL supports the higher layer functions 

of the user and control planes. It translates between larger service data units (SDU's) of the 

upper layer processes and ATM cells through two sub layers, the Segmentation and 

Reassembly {SAR) sub layer and Convergence Sub layer (CS). The SAR receives cells 

from the upper layer protocols (Net Ware, Apple Talk, or Internet Protocol for example) and 

breaks them into 48 byte segments to form the payload of the ATM cell.16 At the receiver 

this sub layer reassembles the contents of the cells into data units to be delivered to the 

higher layer protocols.17 The CS is for message identification and clock recovery for those 

services that require it. 

There are four different AAL classes, defined for different services.18 Class A is fur 

constant bit rate, connection-oriented services that require timing. Voice is an example. 

Class B is for variable hit rate, connection-oriented services that require timing. Video is an 
example. Class C is for variable bit rate, connection-oriented services that do not require 

8 
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Table 1.1 Layers and sub-layers ofBISDN Protocol Reference Model 
I 

A Convergence Sublayer 
A 
L senmentanon and Reassembly Sublayer 

A Generic Flow Contml 
T C;:,11 Heacler Genemtlon/Extrnction 
M CeH VPI/VCI Tronslatton 

Cell Multiple~:lng nlKI DA111Ultipl.,;,;inq 

p Trans C"?II Rttti:' DE.".:Olq)fing 
H mission HEC HeJdl?r Si:lquence G.;iner:,1tor/\liD1 lfi•~titlon 
y Conver C:911 Di:,li11~nli•:i11 
s gence Trnnsrnlssion Fr.mno? Adapt,tion 
I Sublayer Tr:-,nsmi:,sinn Fr:1mp G,:,nerntion.'Ro:>c,:wc,r·y 
C 

' A Physical Bit Timing 
L Meclfum Plrysir::::il Me(liurn 

Sublayer 

1.9 ATM Signaling 

Signaling is another major function for ATM. When an endpoint device wants to 

establish a connection with another endpoint device, the transmitting endpoint device sends 

a signaling packet to its A TM switch. The packet contains the address of the receiving 

endpoint device along with the QOS parameters. The address is translated to the proper 

ATM address by the ATM layer. The signaling packet is examined by the switch and if 

there is a table entry for the endpoint device and the QOS parameters can be met, the switch 

establishes a VC on the input link and forwards the request to the interface for the endpoint 
device as specified in the table. The request may be sent through several ATM nodes or 

switches prior to reaching the endpoint device. Each node or switch in the path examines 

the signaling packet and routes it to the next node or switch if the QOS parameters can be 
I 

met. The VC is being built as the signaling packet is forwarded. If any node or switch 

cannot meet the QOS parameters the request is rejected and a rejection message is returned 
' to the originator. This includes the endpoint at the destination. 

When the signaling packet arrives at the endpoint and if the QOS parameters can be 

met the endpoint device responds with an accept message. That message traverses back to 

the originator via the VC that has just been established. The originator of the request 
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