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ABSTRACT

It is estimated that sea levels have risen 4 to 8 m in the last century. Currently, there is

much uncertainty regarding the contribution to this rise from melting ice sheets and

glaciers. The key parameter in quantifying the ice sheets contribution is assessing their

mass balance.

The accumulation rate is a key parameter in computing the mass balance. Remote sensing

techniques are required to reduce the uncertainty that currently exists in accumulation rate

measurements due to sparse sampling of ice cores and pits. Wideband FM-CW radar was

developed to map the near-surface internal layers with high resolution.

The radar operated at frequencies from 500 to 2000 MHz. With this bandwidth, the free

space resolution is 1 O cm. We used a YIG oscillator in a Phase-Locked Loop configuration

to obtain an extremely linear transmit signal.

We leveled the power of the transmit signal using an Automatic Gain Control system.

The entire radar fits inside one Compact PCI chassis.
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INTRODUCTION

-·· -- ----
The objective of the proje~~;..!§}evelop a compact, wideb~~-F~-~~radar to~

(tl'-1e~ne"'""a=r--,-surface-rn~~rnal-ıa:~efswitha resoluti~~ ~! 1 O cm !_o ı:ı_g~J21fı;of 200 m. Such a high

."---- resolution r'eqüıres a wide bandwidth, so the operating frequency range is from 500 to 2000

~~~~Jhis~i,gnal,~we used.an.Yttrium Iron .G~met.(-YIG~_osı:ill~to;7,ı:{~~b-;s~))

<,Jocke~:;ıısonf!.g!!'!!!:''9.Wed~vel~ıe,d.]Ll'uıtııt\(~~ W'!:'_:~~l~ !.';. a Jar¥! metal
rrelo . We noted certain areas where the radar could be improved, and we incorporated

these improvements in the operational radar, which fits inside one Compact PCI enclosure.

And this project is divided into five chapters. In Chapter one we talk about reasons for

studying glacial Ice and about reasons for remote mapping of internal layers. and in

Chapter two presents a history of remote sensing, as well as information about reflections

from internal layers, and background information on FM-CW theory And effects of

amplitude modulation on the IF spectrum. In Chapter three provides a discussion on some
. . - - ·-:.: - - --- . ,.··- ..·. - -- .

of the issues considered in designing the radar and it talk about RF system overview and IF

system overview. In Chapter four discusses the actual design of the radar system. And in

Chapter five we take about the experiments and results of the tests using the first- and

second-generation radar systems.

V



CHAPTER ONE

OVERVIEW

1.1 The Project Objectives

This radar was built as part of the Polar Radars for Ice Sheet Measurements Project

(PRISM). Sponsored by NASA and NSF. Including accumulation rate and ice thickness,

depth and shape of internal layers, sub glacial topography, and basal conditions. To achieve

this, a multi-disciplinary team is developing a sensor web for ice sheet measurements. The

initial web consists of two autonomous rovers, which contain the radars for ice sheet

measurements as well as sensors for navigation, hazard detection, and communications.

The three radars are:

1. A synthetic aperture radar (SAR), which can be operated in monostatic or biostatic

mode, and is capable of generating two-dimensional reflectivity maps of the bed to

determine basal conditions .

. 2. A~wideband depth sounding radar for measuring ice thickness and deep internal layers.

3. A wideband accumulation radar for mapping the near-surface internal layers.
~ .,.,,ı,11'~.~ ..•--;.z.• • • 1'!' 1 - . ',,,..,.~:)

Dıniİı.g the first two y'e"'ar"scffth"e project, prototypes of the depth sounder, accumulation ·

radars and rovers were develqp.ed, n.§.Jp..e,¥, .•.w.e:ce-tested,.at-the.J~ıliiEJP-camp,..in-Gı:e..s:.nl ~ d

during the 2003 field ~ e r desigued...m;ı,.ç! dey,,eJ,pged oatimized systems that can be 7
housed in Compact PCI chassis. Both the depth sounder and accumulation radars were

tested in at Summit, Greenland during July, 2004. Additionally, a prototype of the SAR

radar was tested using the rover.

1. 2 Reasons for Studying Glacial Ice
Due to the close proximity of the ocean and atmosphere, and because the heat Capacity

of the ocean is so large, ocean conditions, particularly the rising sea level, Are a significant

indicator of global climate change [ 1]. In the last one hundred years, sea level rise has been

estimated to be between 4 and 8 inches [2]. The rise is in part due to thermal expansion,

since warm water takes more space than cooler water. The average global surface
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temperature has also risen, by about 1.8° F over the last century, and this trend could

continue.Some scientists believe the rise in global temperature is a result of increased

greenhouse gases in the atmosphere, but irrespective of the cause, the consequences could

be severe. A major concern is that a continued rise of global temperature will melt the polar

ice caps and small glaciers, which would have devastating effects on humanity.

Although small glaciers make up only 4% of the total land ice area, they may have

contributed up to 30% of the sea level rise this past century because of rapid ice volume

reduction due to global warming [3]. It is estimated that if the entire Greenland ice sheet

were to melt, sea levels would rise by about 7 meters (23 feet).

Such an occurrence would submerge coastal cities and displace a large population, since

a large percentage of the world's population lives in coastal regions. However, even a 1

meter rise in sea level could submerge a few cities in Bangladesh [2]. Currently, about half

the snow that falls on Greenland melts and becomes water, while the rest of it is discharged

as icebergs. It is estimated that if the annual average temperature in Greenland were to rise

by 3° C, this equilibrium 'would change;' with an increase 'in melting outweighing the

increase in snowfall [2]. To quantify what role the ice sheets will play in the rising sea

level, it is essential to collect data about the net gain or loss of an ice sheet. The key

parameter is the mass balance, which is the difference between the mass of snow added and

the mass of snow lost. The input to the glacier is called accumulation, while the loss is

called ablation. Accumulation is usually through snow, which subsequently freezes into

ice. Ablation is caused by melting followed by run-off, evaporation; -removal of snow by

wind, and the calving of icebergs [4].

There are three methods used in determining the·mass balance. The first is computing

the accumulation of ice and subtracting the loss terms due to iceberg calving, surface

melting, and run-off. The second is comparing the annual ice flux along the perimeter of

the ice sheet to the accumulation on the ice sheet. Knowledge of ice thickness and ice

velocity are necessary to compute the flux. Finally, the last major method is measurement

of changes in ice volume. This is probably the most precise method, and involves the use of

radar altimeters to measure changes in surface elevation [4]. Unfortunately, there are large

uncertainties in the estimates of the mass balance, which make it difficult to assess what

role the ice sheets play in the rising sea level [5]. As part of an effort to gain an improved
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understanding of the mass balance of the Greenland ice sheet, NASA started the Program

for Arctic Regional Climate Assessment (PARCA). PARCA uses both space borne and

airborne altimetry as well as ground based programs to assess the mass balance [6].

Recently, NASA launched the satellite Ice Sat, to monitor surface elevation with a laser

altimeter to determine mass balance. The European Space Agency (ESA) will launch a

satellite called CryoSat, with advanced radar altimeter for measuring surface elevation of

polar ice sheets and free board of sea ice. Although these-satellites will measure ice sheet

growth or shrinkage, additional measurements are required to interpret observed changes.

One of the key additional measurements is spatial and temporal variations in the

accumulation rate.

1.3 Reasons for remote mapping of internal layers
A detailed knowledge of the accumulation rate of ice is required to estimate ice sheet

mass balance and to interpret satellite measurements. The most common method of
. ~ ·~ .--. . : - - - . : . ,... - _::. ~

obtaining accumulation information is through the analysis of ice cores and pits [4]. As part

of PARCA, extensive ice core measurements of accumulation have been made around the

southern Greenland ice sheet. Over the past two decades, many point accumulation

measurements have been made.

These estimates are not continuous, but separated spatially and temporally. Therefore, in

order to find the average net accumulation rate across a region, it is necessary to interpolate

the data. However, eve~ in the region where the most point accumuıanon estimates come

from, the inland region above 1800 m, there is an average uncertainty in accumulation rate

of 24% [7]. Figure 1. 1 shows an accumulation map, which illustrates this uncertainty. The

interpolation to obtain the ice-sheet wide estimate of accumulation from a collection of

point measurements was accomplished through kriging. The black points show the

locations of the samples, and the shading indicates how much uncertainty exists in the

accumulation rate. The darker shade indicates larger uncertainty. In the areas where a large

number of samples exist, the uncertainty is relatively small. Along the coastal region,

where rapid thinning is occurring, there is a large uncertainty in accumulation rate.

Collecting ice cores is problematic, due to the time consuming nature of ice-core sampling.

Additionally, it can also be dangerous in certain areas. A better method is needed to safely

3



obtain accumulation data to reduce the uncertainty due to sparse sampling. Remote sensing

is a method of obtaining information from a target without disturbing it. Remote sensing

techniques are ideal for determining accumulation rate.

--· ·- -- .;.

Figure 1.1 Uncertainty in Accumulation Rate [7]

The accumulation rate can be estimated by mapping a continuous profile .of the dated

layers in the ice sheet [8]. There are three different kinds of layers: layers due to inter

annual snowfall which subsequently refreezes, layers due to volcanic events, and layers due

to melt events. Two factors enable electromagnetic detection of the layers, namely density

and conductivity contrasts. Both of these factors affect the complex permittivity of a

material, and electromagnetic reflections occur at boundaries of media with differing

permittivity. The inter-annual and melt event layers can be detected due to density

contrasts, whereas volcanic layers can be detected due to conductivity contrasts. Along

with density and ice thickness information, the mapping of the shallow internal layers will

allow us to estimate the accumulation rate [8].
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CHAPTER TWO

INTERNAL LAYERS

2.1 History of Remote Sensing of Ice
That radar could be used for ice measurements has been known since 1933, when it was

discovered that snow and ice are transparent to high frequency radio signals. The ability of

a Radar Echo Sounder (RES) to measure ice thickness was first demonstrated

experimentally in 1957 by Amory Waite. In 1963, Evans developed the first VHF system

for radio-echo sounding. This prompted several research groups and government

organizations to develop RES systems. Initially, all these systems were short-pulse radar

systems that operated from 30 to 600 MHz. This time-domain radar system was successful

in sounding ice sheets, ice caps, and glaciers in Greenland and Antarctica [10].

The detection of internal layers was first reported by Bailey et al. in 1964 [9].

_. Many, sources .for .these, reflections- have, beendiscovered; .including layers .of liquid.
,

water, changes in the size or shape of air bubbles in the ice, and variations in ice crystal

orientation and density. Two factors mentioned in the first chapter are changes in

permittivity caused by conductivity or density changes. The conductivity changes are

attributable to layers of high acidity caused by violent volcanic eruptions in the past [11].

Small changes in density in the top few hundred meters cause reflections to occur from

these layers [10].

In 1972, Vickers and Rose used a l-rıs pulsed radar to successfully measure snow pack

thickness, density, and stratigraphy. The accuracy of the density measurements was better

than 10 % [12]. In 1980, Ellerbruch and Brome [13] used an FM-CW system to correlate

radar signature with density, hardness, stratigraphy, and moisture content of the snow pack.

In 1982, Bogorodskiy et al. [3, used a l-ns pulse radar to map the internal layers in

Antarctica to a depth of 5.02 m. While Bogorodskiy and others showed the feasibility of

using apulsed radar to map internal layers, in 1990, Forsteretal. [14] developed an X-band

FM-CW radar to map the annual

Snow-accumulation layers in Antarctica with high resolution. They observed reflections

up to 6 m. In 1993, researchers from the University of Munster developed a single-pulse

system to measure the reflections from internal layers with high resolution [10].
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Several radars recently developed at the University of Kansas show the effectiveness of

using FM-CW systems to map the near-surface internal layers with high precision. In 1998,
Kanagaratnam developed al 70-to-2000-MHz ground-based FM-CW radar to map the near

surface internal layers. The radar had a free space resolution of 8.2 cm and could map the

layers to a maximum depth of 300 m [8]. In 2001, a 600:.to-900-MHz airborne system

developed by Kanagaratnam was successfully tested. In 2003, a 2-to-8-GHz radar was built

to measure the thickness of snow over sea ice [15]. Table 2.1 shows a summary of the

characteristics of these FM-CW radars.

Table 2.1 Parameters of FM-CW Radars Developed at KU

Year Operating Free Space Maximum

Frequency Resolution Depth

(GHz) (cm) (m)

l ,._ - T99ff .. - - ..- - - - - -ro.::12 ---_ -· - - ·- "-- .. - - - 7:5· .- -,- -~. -- ·-- 6 - -

I 1998 0.17-2 8.2 300
I 2001 0.6-0.9 50 100

~
2003 2-8 4 1

- It should be noted that a huge key iri the improvement of radar systems is the advance ··

of digital data acquisition systems, and digital signal processing [ 1 O]. Additionally, with the

widespread availability of RFICs and MMICs, it is possible to build extremely compact

wideband radar systems.

2.2 Reflections From Internal Layers

Reflections from internal layers are due to changes in the dielectric constant of the

layer. These are caused by changes in the permittivity. The following formula shows what

the reflection coefficient will be when a signal hits the interface between two media with

differing permittivity constants.

6



ı;:; -fi:: 2 . (27dJr= sın -F:; -Ji:: Am

Where s. is the complex permittivity of layer 1, &r2 is the complex permittivity of

Layer 2, l is the thickness of layer 2, and Am is the wavelength in layer 2. The Complex

permittivity depends on crystal orientation fabrics, density, impurities and Temperature

[16]. The three factors that influence the reflected signal in the case of near-surface internal

layer mapping are density, impurities, and temperature [8].

In Greenland, there are four main zones: the dry snow zone in the center of the ice sheet,

surrounded by the percolation zone, the wet snow zone, and the ablation zone. Density

change usually occurs in the percolation zone due to melt events.

High-density melt layers are formed when a layer of snow melts during the summer and the

drainage forms a layer that later refreezes. In between the winter and summer, a new layer

of snow accumulates over the melt layer. Hence the melt layer is in between two layers of

low-density snow .
...:. '.'." ·- .:·- -· .-· .. -·- - .- : _.,_

Variations in conductivity can also cause internal reflections. These changes are due to

acidic impurities embedded in the ice due to volcanic eruptions. However, for the purposes

of the experiments with this radar, we are mainly interested in detecting the layers due to

density changes.

2.3 Clutters From Surface and Voluıne Scattermg

In addition to receiving power due to reflections from the internal layers, the radar will

also receive unwanted power from surface and volume scattering. Surfaces can be divided

into two main classes depending on their roughness.

When an incident wave hits a perfectly smooth surface, the reflected angle will equal

-•.e incident angle, and the power of the reflected wave will depend on the dielectric

contrast between the two media. This is called seculars or coherent scattering. For a mono

ic radar, this implies that the only way to detect reflections from a perfectly smooth

ace is to observe at nadir. In the case of a rough surface, the scattering will occur in all

tions, and is called incoherent scattering. If the antenna Beam width is too large, it can

ect these incoherent components even while looking at nadir and these incoherent

scattering components can mask weak coherent scattering components from subsequent

7
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layers. From calculations taken from [8], it can be shown that surface scattering will not

mask the return power from the internal layers. Volume scattering refers to scattering by

small particles in an inhomogeneous medium. How much energy is scattered by these

particles depends on their size relative to the wavelength of the transmit signal. The smaller

the wavelength, the more energy is scattered. From calculations taken from [8], it can be

seen that volume scattering has a negligible effect on the return power, and therefore can be

ignored.

2.4 Calculating Return Power Using The Radar Equation
The radar equation can be used to estimate the received power given certain parameters.

The following equation shows the radar equation for a perfectly flat target:

Pl2G2r2S=-ı _
(4ır )2 (2R)2

(2.2)

Where~ is thetransmitted power, )c is the wavelength of the transmitted signal,G is the
-·· .. ·.· ... - -· -·- ,._--~-:-· ..... _·.. , .. ·._ -·- ---- :·.·".,. ·--··.--··- -~ ._-_. .- .. . :·:>··<,. - ._ --- -- .- "' - - :· - - . -_: --

antenna gain, I' is the reflection coefficient of the target, and R is the range to the target.

This equation allows us to compute the return power from internal layers. Return

wer will also come from surface and volume scattering, but as already mentioned, this

wer will not prohibit detection of the internal layers.

2.5 FM-CW Principles and Background

In FM-CW radar, a chirp signal is transmitted for a certain duration. While it is

transmitting, the echoes are received by the receiver and mixed with the transmit signal,

d the result is low-pass filtered to produce a superposition of beat frequencies.

T

Figure 2.1 Transmit and Receive signals from a point target
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The above diagram shows a transmit signal, and return from a point target.

The two-way travel time is .:, the bandwidth of the transmit signal is B, the sweep time is T,

and the period is. At any instant in time, the transmit and receive signals are multiplied by

a mixer. Since multiplying two sinusoidal signals together results in a sum and difference

terms, after low pass filtering, we are left with only the difference term. The frequency of

this signal is given by, the beat frequency. An expression for the beat frequency can easily

be found. Using similar triangles and rearranging terms, we obtain the following

expressıon:

Br
!b=r (2.3)

Since the beat frequency signal is time limited to T seconds, its spectrum will be a since

function centered at f = fb , and the first zero crossing will occur at f= _!_. When multiple
T

targets exist, the result will be a superposition of many beat frequencies. In the frequency

- dômafri, twotarğets' 'beat frequencies carı be as 'close together "as_!_ .. Since' from (2.3) we
T

have:

(2.4)

Plugging in ~fb= ;T ,_we have ~r =~ .. Hence .the minimum resolvable.Separation in

time between two targets is inversely proportional to the bandwidth.The two way time to a

target, .:, and the range to a target, R , are related by the following formula:

R = er
2

(2.5)

And the range resolution is given by:

(2.6)

Substituting for t, in the above equation gives:

C

M=2B (2.7)

9



Since the beat frequency is proportional to r, and r is proportional to range, knowledge

of the beat frequency of any target entails knowledge of the range of that target. With many

targets, we can separate them by taking the Fourier Transform of the received signal, and

determine range through frequency.

We can derive an expression for the beat frequency easily. First, assume the transmit

signal is given by:

v1 (t) = A co{ 2ef0t + ;; t2 + B0) (2.8)

The signal is transmitted from the transmitting antenna, where it travels to the target. It

gets reflected from any surface it was whose dielectric contrasts with the medium in. At the

interface between the two media, a portion of the signal gets reflected and travels back to

the receive antenna. A signal that is!._ seconds away will produce a return signal given by:
2

- -(2.9)'

Where jf f(t)l is the magnitude of the reflection coefficient at any interface, and(if¢) is

the phase of the reflection coefficient. Both of these are a function of frequency, which

varies with time.

The IF signals can be derived by mixing the received signal with the transmit signal and

filtering the higher order products out this results in the following expression for the beat

frequency:

vIF (t) = A 2 !r(J(t)) I cos(2efbt + 2ef0t - efb t - ¢(J(t)))
(2.10)

2.6 Effects of Amplitude Modulation on IF Spectrum
Two important variations exist regarding this derivation. First, suppose the transmit

signal's amplitude is not a constant. As in [17], this will result in the chirp signal being

amplitude modulated, and the effect this will have on the IF signal is shown below.

10



Assume a signal with amplitude modulation

v, (t) = (1 + mx(t))co{ 2ef0t + :r t2 + B0) (2. 11)

Where x (t) is any varying signal whose amplitude is not greater then l.we have

assumed that the amplitude varies around 1. A time-delayed version of this signal is given

by:

(2.12)

Then, the IF signal will be given by

v1F (t) = (ı + mx(x) + mx(t - r) + m2 x(t)x(t - r))cos(2efi + 2ef0 t - ¢(J(t)))
(2.13)

The first term of the coefficient is normal; however, the next three represent the

- - unwanted effects of'modulatioıi. The second-and third terms will cause the spectrumsof mi - '
(t) and mxtt-t) to be modulated by the carrier, causing the characteristic AM sidebands to

appear. If m is sufficiently small, we can ignore the fourth term. Thus, the effects of

amplitude modulation on the spectrum will be to produce sidebands on either side of fi.

This can mask weak signals near to fı. depending on how big the sidebands are. The worst

case will occur when 1 is equal to O, since the middle two trims will then add

constructively. To analyze how much modulation is tolerable, we can assume that:

X (t) =cos (mm t), since x (t) can be Fourier expanded, and the effects of each term can

be individually analyzed. Suppose that the ripple is given as ±y dB. The parameter m can be

related to this ripple by the following equation:

20 log(l + m) = y (2.14)

and by rearranging the equation, we see that
y

m = 1020 -1 (2.15)

Since each sideband is down by __!_ in amplitude with respect to the carrier, if one desires
m

that the power in the sideband be down by z dB,

11



then we can relate z and using the following equation

z=lülog(~2 )=20logl ~ J=-20log[1ofo -1]
1020 - 1

(2.16)

Figure 2.2 shows a graph of the effect of amplitude variation on the first sideband level.

50

Arl1)1ilude Vanatioı, (dB)

Figure 2.2 Sideband Power Level Below Main Signal vs. Variation in Amplitude of

Transmit Signal.

This could be a problem when detecting internal layers if the return from one layer is

far below the return from an adjacent layer. This could happen if there is a large density

contrast between two layers and a very small density contrast between the next pair of

layers.

12



CHAPTER THREE

DESIGN CONSIDERATIONS

3.1 Introduction

When designing a surface-based radar system, both electrical and mechanical

considerations are important A surface-based system should be lightweight and compact,

and the parts of the system should be easily interchangeable. With this in mind, we

developed extremely compact wideband FM-CW radar, which fits in one Compact PCI

chassis. We stated earlier that we desire a resolution of 10 cm in free space. This is a major

reason for choosing an FM-CW radar system over pulsed radar system. In the case of a

pulse-compression radar system, we must sample the received signal at least twice, the

highest frequency. in our case, this would be 4 GHz. Digitizers which sample this fast

would be very expensive and large, defeating The goal of making the radar compact and

.Iightweight, The same is true for simple pulse radar. Inorderto, get- :1,J_ O-cm resolution, we -:

would need to have a pulse of .66 ns. Generating and digitizing such a narrow pulse would

be difficult to achieve.

Additionally, we want to map the near-surface internal layers to a depth of about 200 m.

~ we use pulse compression radar, there is no easy way to get the dynamic range required

-~ see both the top layers and the bottom layers. The reflection from the top layer is so

sırorıg, sowe would _need to_gate it out to avoid saturating the receive cornponents.Tnthis _

e, we wouldn't be able to see the top layers.

On the other hand, if we attenuated the signal from the top layers, we may not be able to _

see the weaker returns from the bottom layers. In FM-CW radar, we bypass this problem by

ing a high-pass filter in the les their receiver which knocks down the power from the top

_·ers, but still enables detection .

.2 System Description

The block diagram of the radar is shown in Figure 3 .1. This radar consists of 5 modules.

The first module is the signal generation board, which uses a-phase locked loop to achieve

ahighly linear sweep from a YIG oscillator The next section is the Automatic Gain Control

13



circuitry, to level the power before transmitting, since we have seen that the effects of

ripple in the transmit signal cause unwanted side lobes to appear in the IF signal spectrum.

A phase-locked oscillator (PLO) section to down-convert the YIG output from 4.5-to-6

GHz to 500- -2000 MHz. The PLO's output frequency is 4 GHz. Also in this module is a
PLO whose frequency is 50 MHz. The purpose of this is to supply the Data Acquisition

System with a clock. The front end of the receiver consists of a filter, amplifier, and mixer.

The purpose of this section is to simply down-convert the received signal for the IF stage.

The IF stage consists of a high-pass filter to reduce the antenna feed through, an

Opamp to provide any necessary gain, and a low-pass filter, to cut off any unwanted high

frequency signal or noise.

3.2.lPhase-Locked Loop System Overview
The purpose of the phase-locked loop section is to phase-lock the swept 4.5- to-6-GHz

soup ı5jgna,J to a _ştabJe1 [ow-frequency source. Thou~h we desire a 500-to- 2000-MHz

transmit signal, finding a YIG that could tune-·this'handwidth -q~fok:ly wasvery .. c:Üfficiflt.'

For airborne applications, it is necessary to sweep quickly, and we designed the PLL

section with an airborne application in mind. Also, an oscillator in this bandwidth would

have 2nd order harmonics up to 1000 MHz in band. Therefore, we decided to use a fast

YIG oscillator that could tune between 2-to-8-GHz, sweep it from 4.5-to-6-GHz, and mix it

down to 500- to-2000-MHz. YIG stands for Yttrium Iron Garnets frequency which is a

small sphere that resonates at a particular frequency when a magnetic field. is 'applied ..

Since the YIK is lossy, a circuit is needed to replace the lost energy.

Since any resonator can be modeled as a parallel RLC circuit, a negative resistance in

parallel with this will cancel the lossy resistance. This is typically achieved by using an

FETo r transistor [24]. As stated above in order to get the sphere to resonate, a magnetic

filed is needed. An inductor is used to couple energy to the sphere.

Since current through an inductor will produce a magnetic field, a high quality current

source can be used to turn the YIG. There is also a small resistance in series with the

inductor, and together this constitutes the main coil of the YIG. The main coil typically has

a bandwidth in the low KHz range, so it cannot be swept very fast .In addition, YIG' s have

an alternate coil, the FM coil, which can be used to either frequency modulate or phase lock

::•_
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e oscillator. Since the FM coil has a much smaller inductance and resistance, the FM coil

as a much higher tuning bandwidth than the main coil; on the order of l to 2 MHz. YIG's

ave excellent linearity, which can be as low as ±.1% deviation from perfect linearity.

Previously, the snow radar had used a YIG oscillator whose main coil was phase

locked. This has the advantage of ensuring that the phase of the signal from the YIG is

locked to the phase of a stable low-frequency reference source. However, the sweep speed

is limited by the main coil bandwidth, which, as stated before, is relatively · small.

Therefore, in order to achieve both a phase-locked and fast sweep, the FM coil can be used

to correct the non-linearity of the main coil on the "fly," since its bandwidth is a lot larger

than the main coil's.
Broadly speaking, this system consists of a Phase-Locked Loop (PLL) chip (the

LMX2326 from National), a YIG oscillator, and a Divide-by-8 chip (Hittite

HMC363G8). The PLL consists of a Divide-by-N, Divide-by-R, and a phase/frequency

detector with a charge pump. The goal of this system is to apply a ramp voltage to the

YIG's main coil, which will produce-a: correspönding chirp signal from-the YTG.Tfüs'chifp

signal is then fed back through a coupler to the Divide-By- 8 chips. This ıs necessary

because the LMX2326 cannot handle frequencies above 1.8 GHz.

Since the YIG output is 4.5-to-6-GHz, it must be divided down before going into the

PLL. Once inside the PLL, it is again divided by N, and compared with the stable, low

frequency chirp at the Phase/Frequency detector generated by the digital system. Any

difference in phase between the two is then filtered and drivesthe FM coil.':

O!VN

Htttito
Divide- By6

DIV
BY
8

Pıı(I
Mlrıici:teutts

Natfortai
LMX2l26

PLL

FR
OE"t

Y'iGOscillator
Microlambdawirolosa

2 to 8.GH.cLOOP Fllier,

oı,ectıonaı coupıer
..._ __,.. g Anaren

l.ow-,?assFilter'· 4-to,6:.GMz
MiniCir-r;utt.s ..

0.1<>0 .. GH.:

Ramp-

Figure 3.1 Block Diagram of Phase-locked Loop section
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Figure 3.2 shows the block diagram of the LMX2326 from National. The OSC IN

block is where the low-frequency, stable chirp comes in. It is buffered and converted into a

digital signal, before going into the 14-bit R counter, which serves as a divider, to divide it

down to a reasonable comparison frequency. At the same time, the YIG signal, divided by

8, is FIN. This signal is also buffered in the prescaler\ block, which serves as a divider. In

addition, there is an 18-bit N counter which also serves as a divider. This gives the option

of fractional division.

After being divided to the same comparison frequency, the two go into the phase

comparator, which drives the charge pump. The purpose of these blocks is to determine

whether the two signals are aligned in phase or not. In addition, there is a lock detect pin,

which indicates whether the YIG signal is locked to the reference.

Figure 3.3 shows how the phase detector/charge pump works. The charge pump

consists of two matched P and NMOS transistors. The PMOS is tied to the charge pump

power supply, while the NMOS is tied to ground. On the top, we have the reference signal

divided by R. The middleis the feedbackoutput frôm the· oscillator, dividedbyNrwhen the·

reference signals rising edge occurs before the fed-back signal's rising edge, the output

from the charge pump sources current until it sees the rising edge of the feed-back signal.

On the other hand, if the rising edge of the feed-back signal occurs first, The charge pump

sinks current, until it sees the rising edge of the reference when both signals are perfectly in

phase, the charge pump will "shut off," or go into tri-state, where it will, in theory, neither

source nor sink current.

GLü~~ : j . + ;I

Figure 3.2 LMX2326 Block Diagram
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The output from the charge pump will be filtered by the loop filter, and fed into the FM

coil driver, which takes a voltage and converts it into a tuning current.

Similarly, the main coil also has a driver, which takes the applied ramp voltage signal,

and converts it into a current, which produces the 4.5-to-6-GHz chirp. Thus, the goal of this

system is, through the use of feed back, to use the FM coil to correct any non-linearity in

the spectrum produced by the YIG's main coil.

LJ1, 11
'
.

i 'ts·

i:§
I

Figure 3.3 How the Charge Pump Works

Also included in this board is the Divide-by-8 chip from Hittite. This is a GaAs chip,

which operates up to 12 GHz. Detailed analysis of the circuits in the system ill be

presented in the next chapter.

3.2.2 Automatic Gain Control System Overview

The next phase of the transmitter is the Automatic Gain Control (AGC) circuit. The

ose of the AGC is to level the transmitter power. We have already seen what effect
litude modulation has on the beat frequency return. Therefore, it is important to

ine what kind of variation is tolerable. From Figure 2.2, if a sinusoid with 2-dB

-to-peak variation modulates the transmitted waveform, this will result in the

ands being down by 20 dB. Typically, the modulation will be low frequency, which
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would result in sidebands close to the carrier. lf the return from a layer is very weak, then

these sidebands could mask it.

Figure 3.4 shows the diagram of the AGC circuit. After the YIG signal gets mixed down

and filtered, it is passed to a Variable Gain Amplifier (VGA). A control voltage to the VGA

determines the gain of the VGA. After the VGA, the signal goes through an amplification

section, which boosts the signal power to the required level for transmitting. The signal is

then fed to a coupler, and the coupled signal is fed into an RF detector, which produces a

voltage proportional to the input power. This voltage is then conditioned and filtered by

low-frequency feedback circuitry, and the filtered signal is used to control the gain of the

VGA. The rest of the signal is fed to another coupler, and part of the signal is coupled into

the mixer of the receiver, while the rest is transmitted by the transmit antenna.

Fr<ıiff;>.LL
"Sadi:or:rA1tH·

ıZ>o-.'i•: C<ıtw•~ıo~- VO.A·C;gnl'ffıll
voııuıı;ı;

Figure 3.4 Automatic Gain Control System

3.2.3 Phase-Locked Oscillator System Overview

The purpose of the Phase-Locked-Oscillator (PLO) system is to provide a low-noise,

stable 4 GHz LO to down convert the signal from theYIG from 4.5-to-6- GHz to .5-to-2

GHz. Additionally, the Data Acquisition system requires two 50- MHz clocks to operate.

The PLO board receives a 1 O MHz signal from a Rubidium Source as a reference signal.
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e purchased two PLOs from Synergy that accept 1 O MHz and produce 4 GHz and 50

Ml-Iz, respectively. We amplified and filtered the 4 GHz signal before passing it to the LO

port of the mixer. We split the 50 MHz signal in two and fed these signals through the front

anel to the digital system. Figure 3.5 shows the block diagram of the PLO system.

10MHz·

:iOMHtt(;)
oata A.tQuıımon10MH:ı!-

4GHz:

Pacı .· ·•t
I

ı-:--' . . . . . . .. .. ,ts . . ... Mımc.ıreuıs .. . .. .·· .
4 GHz-PLoMmıcırcu· Gal.I Amplifier L<ıwPa,ss Fiıter

Synergy Mlnk:lrcui.ts MihiCircuits
Oto-6GHz

___-._

3.2.4 RF Section Overview

The next stage is the front end of the receiver, which is the RF stage. This section

amplifies the return signal and passes it to a mixer, whose LO is the transmit signal. The

block diagram of the RF stage is shown in Figure 3.6. the high reverse isolation amplifier is

necessary to prevent the signal_ from .leaking bake to the receive antenna and being

transmitted. The main consideration in This stage is making sure that the power going into

the RF port of the mixer is at least 15 to 20 dB below the power going into the LO port of

the mixer. This can become a problem because the power received from the top layers will

be relatively he difference between the LO and RF power, the less of a problem third-order

products will be. Third-order products and spurious signals in general are unwanted

because they can mask layers or be mistaken as layers themselves.
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Figure 3.6 Block Diagram of RF System of the Receiver

3.2.5 IF Section Overview

The final section of the receiver is the IF section, which amplifies the signal so that it

can be digitized and captured by the Data Acquisition system. The antenna feed-through r,

presents a problem for the IF amplifier and AID converter since they can become saturated.

To circumvent this problem, a high-pass filter, whose cutoff frequency is above the antenna

feed _ through _ frequency, js _nec:~_~sa:ry _1\rı_ ordinary _f!lter :vvo9 't do., since .it known _ that an _

ordinary filter can result in large settling time, ringing, and saturation of the IF amplifiers

[8]. Therefore, we used a Gaussian high pass filter. The advantages of a Gaussian filter are

fast settling time and little ringing.

The final section of the receiver is the IF section, which amplifies the signal comes.

This calculation is shown in the following chapter. We also need to know what the beat

frequency will be due to the _echo_ from layers at around 200 m. This will tell us what kind

of op-amp we need, and what the cutoff frequency of the low pass filter should be before

the signal gets digitized. Figure 3.8 shows a diagram of the IF stage, which will be

discussed in more detail in the following chapter.

!Mirıdrı:·ults;.,,·
-SCLF~,

Lo.w.,Piı.S:S fı:UL>itt-,

Figure 3.7 Diagram ofIF Section of the Receiver
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CHAPTER FOUR

SYSTEM DESIGN

1 YIG System-Main Coil Driver Circuit

The first step in designing the PLL circuit was the design of a main coil driver. As

stated in Chapter 3, the purpose of the main coil driver is to take a voltage and convert it

to a current that can drive the YIG oscillator. The YIG we are using is the 2-to-8-GHz

scillator MLMH0208 from Micro lambda wireless. Table 4.1 shows some pertinent

cifications of the oscillator and the main coil.

First, we see that the main coil sensitivity is 1 O MHz/mA, which means that it takes 200

A through the main coil to produce 2 GHz, and 450 to 600 mA to produce a chirp from

.5 to 6 GHz. In order to drive this much current, a current amplifier is needed. A high

wer BIT can perform this function. In addition, some way of getting a constant current to

w throughthe main.coilin the. absence ofany input signal. is .needed. This would .be the., ..

lG's free running frequency. For this, a Zener reference source can be used, and summed

the input signal in an op-amp summer to produce the total signal.

Figure 4.1 shows the first main coil driver design used. All the resistor values were

culated using the formulas below. We will backwards justify them. The purpose of the

op-amp is to buffer the input signal from the rest of the circuit, and to provide any

essa_ry gain. The voltage ran1p provided from the waveform generation card can provide

:y voltage between -1 and l V, but we decided to sweep it from O to .5 V initially, as this

convenient. The first op-amp had a gain of -20, and thus the voltage at the output of

first op-amp was between O to -10 V.

When the voltage is O V, this corresponds to the free running oscillator condition. The

ond op-amps negative terminal will be forced to O V due to feedback, and so the current

ugh the 26 kn. resistor will be O. The current through the 4.99 kn. resistor will always

I = Vaur
4·99rn 4.99K

Since the zener diode will produce --6.2 V in the configuration below, the current

(4.1)

ugh the 56 k. resistor is given by:
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J_ _ 6.2
)6K - 56K = I IOµA (2.2)

This is a constant current through this resistor. In the case when there is no input

oltage, this same current flows through the 4.99Q. k. resistor as well. Equating the two

expressions above, and solving for gives approximately .6 V .6 V across a 30.. Resistor

roduces 200 am through the 30..

Table 4.1 YIG Characteristics

Frequency Range 2 to 8 GHz

Power Output min. +13 dBm

Power Output Variation max. +/-2 dB

- ~- .-':.. -. -:... - ·- ·- -·- - ·- .. -- ··--.- - ....... :~-··~.. - :·-- .--.- - - - -12 dBc -- -

Second Harmonic, min.

Third Harmonic, min -20 dBc

Spurious Output min. -70 dBc

Phase Noise @lOKHz -98 dBc

- - - - - -

Main Coil

Sensitivity 10 MHz/mA

3 dB Bandwidth 25 KHz

Linearity +/-.25%

Input Impedace @lkhZ 4 mH and4 ohm

Since the op-amp cannot supply this kind of current alone, the BJT is necessary, and

amplifies the current in its base. This same 200 mA flows through the main coil, which
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produces the 2 GHz free running signal. The first op-amp inverts and multiplies the input

signal by 20. Therefore, the voltage at the output of the first op-amp is -20 VIN. Since VIN

ranges from O to .5 V, the most negative voltage at the output is -10 V.

-t'15.1J

4'mH

3 ütını
Power Resisto.r

.·t5V -'15\I

Figure 4.1 Main Coil Driver Circuit

When the voltage is -1 O V, the current through the 26 k. resistor is:

J26K = J..2__ = 3S.5µA
26K

(4.3)

We already calculated the current through the 56 kn.To be 11 O µA, so the total current

flowing through the 4.99 k. is 110 + 385 = 495 µA. The voltage at VOUT will be

approximately 2.5 V, which will produce a current of about 833 mA through the 3 resistor

and hence through the main coil. This will give an output frequency of approximately 8

GHz, which is desired. Therefore, with an input voltage of O to .5 V, we can get any

frequency between 2 to 8 GHz. By adjusting the input voltage, we can obtain a sweep of

4.5-to-6 GHz.

There are some problems with this configuration, Jıowever. The first is that of noise.

Because the main coil' s sensitivity is I O MHz/mA, to get I O MHz deviation we need just l
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mA of noise. To get 1 mA of noise, we just need 3 mV of noise across the 3Q Resistor.

Since the first op-amp has a gain of 20, this will greatly amplify the noise of the first op

amp.We can reduce the noise significantly by designing a driver that tunes only from 4.5 to

6 GHz, and extending the input ramp voltage from -1 to 1 V. Also, having some kind of a

filter to reduce the bandwidth of the circuit would be beneficial, since currently; the

bandwidth is only limited by the coil's bandwidth, which is 25 kHz. This much bandwidth

is unnecessary for the speeds at which we are sweeping. The next problem is that the

second op-amp oscillates. In order to stop it from oscillating, compensation is required.

This will have the benefit of reducing the bandwidth as well, which helps mitigate the noise

problem. Figure 4.2 shows a simulation of the main coil current when the op-amp is

uncompensated.
Another problem is when a changing current is passed through an inductor, ringing will

occur.This is because the inductor does not "like" its current changed instantaneously. By

measuring the voltage across the 3Q. Resistor, we found the ringing frequency to be about

20'kHi:- - -- - - -

In order to solve the ringing problem, a snubber circuit is needed across the main coil.

Thesnubber basically acts as a high-pass filter, so that the higher frequency components of

the current will pass through it instead of the inductor. To construct the snubber, we need a

capacitor and resistor, and choose them such that the comer frequency passes the ringing

frequency, but doesn't pass any component of the triangle wave. Since we will be sweeping

at a maximum of 3 ms (333 Hz), and -assumingwe need 10 harmonics to properly pass the

triangle wave, we need to select the cutoff frequency somewhere above 4 kHz, but below

23 kHz. Through experimentation, we selected the values for the snubbers that are shown

in the Figure 4.3.
To compensate the op-amp, we can put a small resistance between the output of the

second op-amp and the base of the transistor, and a capacitor between the negative terminal

and the output of the second op-amp. By performing a simulation, we can determine the

optimal values.
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Urne,msec

Figure 4.2 Simulation of Current through the Main Coil

__ ... Figure 4.3,.shows. the. improved main coil driver circuit. It now includes the .snııbber..

circuit and the compensation for the op-amp. The bandwidth of the circuit is reduced to

approximately 3 kHz. The free-running frequency is now set to be the midpoint between

4.5 and 6 GHz, or 5.25 GHz. Then, 1 Von the input will produce 6 GHz, while -1 V will

produce 4.5 GHz.This circuit does not show power supply filtering, which is across all

power supplies and the Zener diode. In order to understand the effects of the noise, it is

useful to have a complete noise analysis, Such an analysis will show what contribution the

noise from the op-amps and resistors have on the voltage at VOUT.

-·t5V

Figure 4.3 improved Main Coil Driver with Snubber Circuit
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4.1.1 FM Coil Driver Design

The FM coil parameters are given in Table 4.3. The next phase was to design the

circuitry for the FM coil driver. Since the maximum nonlinearity of the YIG main coil is

.25%, this corresponds to a maximum frequency deviation of 25.6 GHz/100 =15 MHz.

Since the sensitivity of the FM coil is 31 O k.Hz/mA, the driver should be able to source at

least ±50 mA. To provide margin, we will design the driver so that it can source ±100 mA.

Since ordinary op-amps can't source or sink this much current, we need to use a special

current buffer amplifier, which can source and sink high current. The OPA633 from Texas

Instruments meets these specifications.

Table 4.2 Noise Voltage at Output of Main Coil Driver Due to All
Components

Noise Source Value of rms noise voltage across 3 ohm

resistor

8.25 K Q resistor 3.96 X 10-13

4.99K Q resistor 2.4xıo-13

20k Q resistor 6x 10-14

1.2 lk Q resistor 2.44 X 10-19

Zener Diode l.18x10-12

. 1 Ok Q resistor 1.75 X 10-13

1 OK Q resistor l.75xıo-13

Op-amp l Voltage noise 2.588 X 10-13

Op-amp Current noise 1.224 X 10-14

Op-amp 2 Voltage noise 1.13 X 10-13

Op-amp 2Current noise 1.80 X 10-14
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Table 4.3 FM Coil Parameters [ 18]

I FM coil parameters 25.6 GHz/100
i

I
Sensitivity. Typ. 310 KHz/mA

I
3 d B Bandwidth, Typ. 3MHz

I
Input Impedance .3 Ohm/1.4 µ H

For the front-stage of the driver, we decided to use an instrumentation amplifier. The

advantage of instrumentation amplifiers is their high common-mode rejection ratio. Since

we are using an instrumentation amplifier, we must apply a differential signal at the input

of the amplifier. One of the inputs will come from the output of the loop filter,

while the other will come from the charge pump power supply. Since the voltage

coming out of the loop filter cannot go below ground and cannot go above the charge pump
. :. : - . . .··, : .. .: ·- .. - . :~.. ··. . - ·.

power supply (+5 V), if we simply put the charge pump power supply into the other

terminal, the difference voltage will always be positive. Since we want to be able to source

and sink current, we need both positive and negative voltage at the output of the FM driver.

If we divide the charge pump voltage by 2, it will be 2.5 V, and the difference between the

loop filter voltage and 2.5 V will be -2.5 V to 2.5 V, which gives us the desired bipolarity.

Putting this together, we arrive at the circuit shown in Figure 4.7, which is the FM coil

driver circuit. The gain-of the INAl 11 is given by the following-formula:

G =l+ 50KQ
Re

(4.4)

If Re is removed, the gain will be 1, and this is the configuration we will use.It can be

shown that the current through the FM coil is given by:

V -V_+
]FM = 25 (4.5)

Since, V+ - V- is between 2.5 to -2.5 V, the max and min current is ±100 Ma, which is

what we want. The purpose of the OPA602 is to get rid of an extra 1125k term that would

be in the output voltage expression if this amplifier wasn't included.
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4.1.2 Loop Filter
The next critical part of the PLL design is the loop filter. The purpose of the loop filter

is to filter out the spurious signals and noise from the charge pump, and present a DC

voltage to the FM coil driver. The loop filter basically converts the current from the charge

pump into a voltage. Because the loop filter filters out the noise and spurious signals from

the charge pump, it is desirable to keep its bandwidth as low as possible. However, an even

bigger constraint -is that we want to correct the nonlinearities of the main coil

instantaneously. This implies that we want as wide a bandwidth as possible, wide enough

so that the loop filter passes the correcting signal. The upper limit on bandwidth is given by

the FM coil itself, which has a bandwidth of 3 MHz. Since we are sweeping at a maximum

of 4 ms, it is reasonable to set the bandwidth so that the circuit can respond to variations on

the order of 4/100 ms, or 25 kHz. Also, we definitely want to set the bandwidth of the loop

filter higher than the bandwidth of the main coil driver circuit, since this is the purpose of

using
-· - ·- - ::;·~.;-

+15\f·

t- -•15Yt= -HiV

Figure 4.7 FM Coil Driver Circuit

The FM coil. The equations in [19] are used in the EasyPLL software from National.

This gives the loop filter shown in Figure 4.8.
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4.1.3 PLL Programming

The final major part of this system was programming the PLL chip. As mentioned

efore, the PLL contains three volatile memory registers, which control the comparison

frequency; the R and N divide numbers, and various other functionalities. Therefore, it is

useful to have a nonvolatile memory that programs the PLL whenever the power is applied.

Figure4.9 shows a block diagram of the scheme used to program the PLL.

sz ecnm

120,pF

Figure 4.8 Loop Filter

When power is applied, the following sequence of steps is performed [21].

1. The two dual-voltage regulators power on the CPLD and the 1 O MHz clock.

2. After some specified time, a reset pulse hits the CPLD, which initiates the programming
- - - - -

sequence.

3. Data is serially loaded from the CPLD into the PLL at 5 MHz.

4. Once the programming is finished, the 1 O MHz clock is disabled and power to it is

turned off.

Each signal from the CPLD to the PLL is passed through an XOR gate for transformation

of voltage levels and inversion.
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Figure 4.9 Circuit to Program the PLL

4.1.4 PLL and Oscillator Tests
Figure 4. 1 O shows the lock time for the PLL. The YIG output was first locked to a single

frequency for 1 ms, and then, for the next 4 ms, the main coil voltage was swept while a

corresponding chirp was applied as the reference. From Figure 4. 1 O, we see that the lock

time for a single frequency is on the order of JOO us, Right.as the voltage .is ramped and the

chirp is applied, the loop breaks lock momentarily, only to regain lock almost immediately

after. This can be seen in the figure as a jump in the voltage as the ramp begins.

We tried delaying the start of the chirp with respect to the ramp, and this helped

somewhat, though wenever were able to get it to lock continuously. Though this doesn't

affect the Performance of the PLL, it is worth exploring why the loop breaks lock.

The next evaluation was the phase noise performance of the oscillator when it is locked vs.

when it is unlocked. We have already seen what effect phase noise has on the beat

frequency spectrum: it causes unwanted sidelobes to appear.

Figure 4.11 shows the comparison of the unlocked oscillator vs. the locked oscillator.

The locked oscillator's noise characteristics are far superior to the noise characteristics of
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unlocked oscillator. Also, note that the unlocked oscillator suffers from drift, which

alidates the narrowband FM approximation.

4 -t -·---~-,·--·---·, ·----r--·-, -----~---ı-----,--

3.5

3t·

Timeı:ms)

Figure 4.10 Loop Filter Voltage

We will now use the noise analysis and model for phase noise that we developed to see

what affect the phase noise will have on the beat frequency spectrum. As said before, our

model is valid only for frequencies outside the Ioop bandwidth, which is approximately_30

kHz. Since we are locking the oscillator, the low frequency drift of the unlocked oscillator

is gone, so we can now use the narrowband FM approximation developed earlier.

Previously, we looked at the effect the parameter en has on the beat frequency spectrum.

Now we want to use our calculated value of en and fit a curve to the locked oscillator

spectrum.
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We need to determine how far down a particular sideband is with respect to the carrier.

From equation 2.20, we saw that the phase variation could be modeled as a sum of

sinusoids spaced 1 Hz apart. This can be seen to be narrow band FM, with

2ef e
/3 _ 21rf ,_ ~ The sideband amplitude is then. Ji n since we are_ using a YIG

- f m 2/ın

oscillator, the sensitivity is given in Hz/A. Since the current used to tune the YIG runs

through a 30. . resistor, we can convert this to Hz/V in by dividing by 3. Thus, the single

sideband power is given by:

(4.6)

Since all the parameters except en are known a priori, we can use this equation to fit a

curve to the free running oscillator spectrum [26]. Figure 4. 12 shows a curve fit to the

locked oscillator's spectrum 300 kHz away from the carrier. The value for en is 7 .15 x 1 o'

which is the rms voltage. This is two orders of magnitude smaller than the computed value

of 2 x 1 o-6. As already mentioned in the section on noise analysis, the noise bandwidth was

32



not accurately computed, but only estimated. Also, the bandwidth limiting the zener diode

and 1 .21 kn. was not properly known. There may also be some problems with the way the

phase noise measurement was made.

According to [22] there are some effects that must be removed when using the spectrum

analyzer to measure phase noise. This was not done in this case, ·and thus the curve fit to

the phase noise plot would be off. These considerations should be explored further.

Another interesting point about this plot is that the in-band phase noise is larger than the

phase noise from the fitted curve. This is unexpected; we would expect that the loop would ·

narrow the phase noise such that it was iower than the noise introduced by the free-running

oscillator. Of course, the model we are using is simplistic, and doesn't take into account all

the effects of phase noise; it only considers the effects of white, Gaussian noise. If we had a

complete phase-locked loop simulation with noise models for all the components, we could

find the loop gain and predict the phase noise performance of the closed loop. Such a

simulation was attempted, but was not very successful.

- "- "However, with proper-SPICE rriodelsforall the components, such a simulation Could be

carried out. In any case, the effects of phase noise are minimal; from Figure 2.3, we see that

using either value of results in the sidebands being down by more than 30 dB, which meets

our specification of 20 dB.

4.1.5 Board Level Design _

A picture of the PLL board is shown below in Figures 4.13. The board was designed

using Protel DXP. It is a four-layer board and is 4.2" by 2". It was made using FR4

material, since there was no really high frequency trace on the board. Filtering was done

when the power entered the board, at every op-amp and chip, and at the zener diode.
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Figure 4.12 Fitting a Curve to the Phase Noise of the Locked Oscillator

4.2 AGC Design-RF component characteristics and open-loop gain

variation
Figure 3.5 showed the diagram of the AGC circuit. It is shown in Figure 4.14 for

convenience. The first stage of the AGC section is the down-conversion of the YIG output

from 4.5-to-6 GHz down to 500-to-2000 MHz. Figure 4.14 does not include the down

conversion stage, but Figure 4.15 shows the AGC front end.
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Figure 4.13 Picture of PLL board
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Figure 4.14 AGC Diagra
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Figure 4.15 AGC Front End

This block diagram consists of a low-pass filter, to remove any harmonics from the YIG

output. This is followed by a 10-dB directional coupler, to couple the signal back to the

divide-by-S component. Finally, the signal is mixed down to 500- to-2000 MHz using the 4

GI;Iz_LO_._ Jlıc1t signal jş then.band.pass filtered, The .specifications and.characteristics of the

Low Pass Filter are shown in Figure 4.16:

Mtnlcircuits
Lo,v--P,iss Filter

Model: LPiCN-6000-
PassBnnd (MHz): DC-

6000
J dB Frequency (MHz):

6800·
Stop Band;(MHz -30dB

loss):
8500-12000

VSWR Stop Band: 20·
VSWRPass Band: ı.s
Number ofSections: 7

4 5 6 T 8 9 to 1-1 12

freq, GHz

Figure 4.16 Low-Pass Filter Specifications
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The next major component was the directional coupler. The specifications and

characteristics are shown in Figure 4.17.

Anar en
Coupler

Model: ll\180
ll'requency (GHz): 4;.6

Mlıau{:'.nu plinır(dB): 10
InsertioREoss:(dB;)t .3
M.udmumVSWR::h33
Freqnenc:r Seusitivit)l

(dB): ;3>
l)irectlvity-(dU):.18,

~ -4

iı::{
!;~)iYi.

ijğ'.

-ı.e 4.2 u a.e aa sn - 5.2 5.4 s.s 5.8 so
fre;ı, GHz..

Figure 4.17 Coupler Specifications

· 'Ihebhre-line shows the main line-loss, while the purple line shows the coupling. After - -

getting mixed down to .5-to-2 GHz, the signal is passed through a filter. We purchased

customized .5-to-2 GHz filters from Bree Engineering. The characteristics of the filter are

shown in Figure 4.19. The open loop amplifier section is shown in Figure 4.18.

Agilı.nt
VGA- -

l'!ı'M<\:ZZB

MkllCll'CYit&
Amp!Rlıır·

GALI~

_ Mto_ıı,;rı;ı,_ııs
A!IİPlf-ıtaıır

GAUS

çovg_m
Ampll!!~r
A~S.036

Ftımı Pli,
ucnoo

cSıırııı,rgy
Şjl)Ç,¢7

',!'GA Cnni;r<.>I
V>Oiltı!g;ı

Figure 4.18: Open Loop Amplifier Section
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Bree Engineering '
Filter.

Modeh 800988
Center Frequency(MHz):

1250
MaxlınumInseetlon loss

@Fe (ıIH): 1,0
Pm~shand(M.HzJ: 500to.

2000 
Min,.Pnssbancl Return

toss tdU)t 14.0
~Un.ReJectiım.@ .350

MHz (tlB)::40 ·
Min•.Rcjection<(?!}2500

MHz (dB): 40

freq; GHz

Figure 4.19: Band pass Filter Specifications

The open loop configuration consists of a VGA followed by two GALI amplifiers, a

- Cougar amplifier, a· coupler, and -an RF detector. The first amplifier is the variable gain
amplifier. The characteristics of this amplifier are shown in Figure

4.20, when the control voltage was OV.

The second and third amplifiers are the Gali-5 from Minicircuits. Figure 4.21 shows its

specifications. From Figure 4.21, we see that the variation in gain over the bandwidth 500-

to-2000 MHz, is approximately 3 dB.

The final amplifier in the-chain has a high 1--dB compression point, at an input of around

20 dBm. This was necessary, since we desired to transmit 17 to 20 dBm. Its characteristics

are shown in Figure 4.22.

The next two components are directional couplers from Synergy. The plots for mainline

loss and coupling are shown in Figure 4.23. Figure 4.24 shows a simulation, with the

appropriate pads in between, of the chain of amplifiers that shows how much variation the

AGC will have to overcome. Figure 4.24 shows that the AGC has to compensate for 1 O dB

of open-loop variation.
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Figure 4.20: VGA Characteristics When Control Voltage is OV
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Figure 4.21: Amplifier Characteristics
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Figure 4.22: High 1 dB Compression Point Amplifier Characteristics

4.2.l Low frequency feedback circuit _ .

The RF detector senses power and produces a proportional voltage.

Synergy. Coupler
l\'lodefrsnc ...c1 •

Coupling (d.BJ,:.U);
Frequency (J\1IHz): 10 to

2000,
Coupling· Fl atness (dB):. +.-ı .

MuiııJine Loss
(LB,MltUB)

(dB):l.6,,1;7,2.4
llircctMty (IJJ,MB,UB):

18,22.,17
VS\VR:t.3·

0.4 0.6 0.8 1.0 1,2 1A 1J5 1.ll 2D 2.2 2.4

freq, GHz

Figure 4.23: Coupler Characteristics

Therefore, if the power at the RF detector is a constant, then the power at the coupler is

constant, which is the goal of the AGC. In order to achieve this, we must use an operational

amplifier in the low-frequency conditioning circuit.
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Figure 4.24 Open-Loop Gain Variation

Since feedback forces the positive and negative terminals of an op-amp to the same

potential, by ·adj usting the- voltage on one terminal- of the-op-amp, we can- force the- voltage -

on the other terminal to be a specific value. Figure 4.25 shows the low frequency circuit.

Through measurement, we determined that the voltage variation coming out of the RF

detector was approximately between 100 to 500 mV. Since this corresponded to the full

variation of the amplifiers, we wanted the control voltage of the VGA to correct for all of

this variation. - - -

-·t sv·

Figure 4.25 Low-Frequency Feedback Circuitry
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The VGA gain decreases as the control voltage increases, and we operated the VGA at

ontrol voltages between 2.5 to 3 V. The first op-amp is simply a unity gain inverter. By

adjusting the potentiometer on the second op-amp, we can get any voltage between O and 5

V on the positive terminal. This sets what the output voltage will be. The capacitor sets the

ime constant of the circuit. The output voltage will be whatever it takes to correct the

variation in gain from the amplifier section.

4.2.2 AGC Results

Figure 4.26 shows the VGA voltage when the loop is correcting the amplitude

ıariations. At the end of the curve, it can be seen that the voltage dips down. As long as "the

voltage does not fall all the way down, we can be sure that the loop is still correcting the

amplitude variations. The variation in output power is shown below in Figure 4.27. Thus

the peak to- peak variation in output power is approximately 1.8 dB, and the single-ended

variation is .9 dB. Ideally, we should Fourier expand this signal to see the peak-to- peak

variation in the sinusoidal components which make it up. For simplicity, we will assume

our previous analysis is valid for thissignalas'well.:" "-- --

:ta---------,------...,,.....---,--,----......,.,---......,

Figure 4.26 VGA Control Voltage as a Function of Time

This means that the sidebands due to amplitude modulation alone will be down by

about 25 dB, which meets our specification of 20 dB.
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4.2.3 Schematic and Board Layout

Since the board had to support frequencies from 500 MHz to 6 GHz, we used

Rogers4350 material to lay out the board. The low-frequency feedback section was done on

FR-4 material to reduce the cost by avoiding a four-layer board. The low frequency board

plugs-on to the high frequency board. Figures 4.28 and 4.29 show pictures of the high and

low frequency boards.

20 

• C • ~ ··~. _·;_

18-+<·-

17-+·-~

16
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Figure 4.27: Variation in Output Power after Correction

Figure 4.28 Picture of High-Frequency AGC Board
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Figure 4.29 Picture of Low-Frequency AGC Board

4.3 PLO Design-Schematic and Board Layout
Figure 4.30 shows a picture of the PLO board. We laid out the board on Rogers4350

---·.· .-, ::._...:::-'\...••-·c·~-··· • ·~·r.. ···.: .• :;.::- .•. : • ... - ·.· .. ·._ "·• ~-.:·.:.··.· ... • • ·-~•- .·,-·:.••. ··-··.-"·•

material since we have a 4-GHz signal running through the board. Careful attention was

paid in making sure that all unused portions of the board were grounded with a sufficient

number of vias.

Figure 4.30 Picture of PLO Board
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Figure 4.32 Picture of RF Section of the Receiver

4.5 IF Section Design
The IF section circuit is shown in Figure 3.8. As stated in section 3.2.5, the main

consideration is ensuring that the antenna feed-through signal and signals from the top

layers do not saturate the AID converter. Any saturation is undesirable because harmonics

areproduced=To calculatethe' beat-frequencydue 'tothe: antenna feed-throughrwe assume · ·

that the transmit and receive cables are both 3 m, and the antennas are placed 1 m away

from each other, the total length is about 7 m. Using equation 2.3, the beat frequency of the

antenna feed-through signal is at 9 kHz.

We also need an estimate of the power from this feed-through signal. When we made

this estimation, we assumed that the transmit and receive antenna would be mounted on

either side of a tracked vehicle. From [ 19]; it -was assumed that the- tracked vehicle would ·

cause the feed-through signal to be approximately -30 dBm. Using this estimate, we

designed the Gaussian high-pass filter to have 75 dB of attenuation at 9 kHz. The power of

the feed-through signal going into the AID converter would be around -40 dBm, which

won't saturate the AID converter. Figure 4.33 shows the frequency response of the filter In

order to decide what kind of op-amp we should use; we need to know the beat frequency of

the furthest return. If that distance is 200 m, the beat frequency will be around . 7 MHz.

Therefore, we used a high gain-bandwidth product op-amp, the OPA687 from Texas

ınstrnments. In section 3 .2.1, we calculated that the total gain of the receiver to be around

58 dB. The op-amp is operated as a non-inverting amplifier. Its gain is 55 dB. Finally, the

low-pass filter has a cutoff frequency of 5 MHz.
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Figure 4.33 Gaussian Filter Frequency Response

- - -4·.s~ı IF Section Schematic and Board-Layout- -

Particular attention had to be paid when laying out the board because of the high speed

op-amp. Such op-amps tend to oscillate when small capacitive loads are present. Therefore,

the ground plane around the chip's pins was removed, to get rid of any stray capacitance.

Figures 4.34 shows a picture of the IF section.

Figure 4.34 Picture of IF Section of the Receiver
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CHAPTER FIVE

EXPERIMENTS AND RESUL TS

5.1 Introduction

This chapter provides a summary of results obtained with the prototype system. The

data was collected at_ NGRIP during the 2003 field season. This chapter also presents

sample results of data collected with the operational system at Summit camp in Greenland

during the 2004 fıeld season. The results show that we can map layers to a depth of about

200 m with fine range resolution.

5.2 First Generation Radar Tests and Results
We developed a prototype system for optimizing system performance. It was housed in

a large 18" by 24"by 7" rack-mounted chassis. We used a dual output (+ 15V and -1 SV)

linear power supply. We developed radar subsystems using surface mount components on a

- single FR-4 board and , housed in -an- R-F tight -enclosure, We connected -subsystems with

mini-bend SMA cables. We used SMA connectors and cables to connect the RF subsystem

to the antenna, and the lF subsystem to the digital subsystem. The radar was tested during

the 2003 field experiment at NGRIP. The signal processing involved applying a Hanning

window to the data to reduce the range sidelobes and taking a Fourier Transform of the

windowed data to obtain a spectral plot. Since there is a 1/r2 roll-off in power with range,

_ we low-pass-filtered the spectral data using.a filter with a very low cut-off frequency [19].

The original spectra was then multiplied by the inverse of the low-pass filter response, to

correct for the gain. We applied a median filter along the layers to obtain a smoother image.

Figure 5.1 and 5.2 shows some of the results obtained.
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These two pictures show data taken at NGRIP. The top picture shows the top 20 m of

layers, while the bottom shows layers from 138 to 160 m. From the figures we can see

layers up to 160 m along this traverse. The prototype system was not optimized to generate

fast sweep. It was operated with a 4 ms sweep rate and 100 coherent integrations were

performed to reduce the data volume. The antennas were mounted on top of a tracked

vehicle, which was driven at speed of 1 O km/hr. The fading is the result of random phase

variations over the integration period caused by the vibration of antennas and surface

undulations.

We can estimate the water equivalent accumulation rate by using formula 5. 1.

dR PıayerA=-- 
dT Pwater

(5.1)

Where A is the accumulation rate, dR is the increase in ice thickness per year, Pıayer is the
dT

average density between two layers, and Pwaıer is the density of water [8].
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- - :- - --- -Figure 5~2 Deep-Internal Layers from NGRIP

We will estimate Pıayer from ice core data. Taking an average of a few layers, we find

Pıayer to be .455 g/cm3, and Pwaıer is 1 g/ cm3. Looking at Figure 5.1, we estimate that there

are approximately 5 layers every 2 m. Since each layer corresponds to one year, this is an

average of .4 m/year of accumulation. Multiplying this by the density ratio, we get a water

. equivalent accumulation rate of i8.2 cm/year, which compares favorably with previous

estimates of 1 7 cm/year [8].

5.3 System Improvements
After the first field season, we noticed several areas that could be improved.

Specifically, we wanted to build a lower-noise driver circuit, since we the YIG is very

sensitive to noise. We also wanted to improve the performance of the AGC, in order to

reduce amplitude fluctuations over the entire bandwidth. Finally, we wanted to fit the entire

radar into one Compact PCI chassis.
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The size of the radar was significantly reduced. We ended up needing just one Compact
~PCI card made of aluminum. The size of the Compact PCI card placed severe restrictions

on the length and width of the board, since the entire Compact PCI card is just (give length,

width), and we had five modules to fit in. Additionally, since the height of the card is .5 to

.6 inches, we needed to find components whose height was no more than .4 to .45 inches.

Some of the layout considerations are presented below:
• Since all input and output signals had to come from the front panel, we designed the

boards to utilize the length of the card, and shortened the width. In other words, we tried to

make the boards as long and narrow as possible.
• Since the power connections come from the back, we designed the boards so that the

power entry point is close to the power connection.
• To interconnect the boards, we used MCX connectors, which work up to 6 GHz. These

connectors face up, allowing them to be placed anywhere on the board. We had to carefully

place them to make it easy to connect cables from one module to another.

• 'Sirtcethe card is made ofalurninum, it serves as an ideal 'heat sink. To utilize this, we - ; ·- -
placed many vias underneath devices for heat sinking.
• We provided extra filtering to ensure that switching noise didn't corrupt sensitive analog

and digital circuitry. Power supply filtering was done in three places: a power filtering

board was placed between the power supply and module; power supply filtering was done

when the power came into each board, and power supply filtering was done at each

component-The picture below·shows the operational radar system.
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Figure 5.3: Improved Radar

5.4 Second Generation Radar tests and Results
We took two delay line measurements and deconvolved the delay line and system

response. Figure 5.4 shows the system response plot against the uncorrected spectrum. Both

spectrums are taken with a Hanning window. The uncorrected response has sidelobes that

vary between -28 and -35 dB below the main lobe. There is also a bump that is -17 dB

below the main lobe. The blue curve shows the spectrum when the effects of the delay line

are removed. The sidelobes are -35 Db down, which is good, however, there is still some

artifact of the system which causes a bump -20 dB below the main lobe. There are some

other small peaks in both spectrums which are likely cause by inter modulation products.

Figure 5.5 shows the block diagram of the test setup. There will be some power reflected at

the boundary of the transmitter block and the delay line.
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The peak at 39 .1 kHz could be caused by the reflection from the delay line or from

some internal reflection in the transmitter block. The peak at approximately 45 kHz would

then be a third order product, since the main peak is at approximately 42 kHz, and = 2.4-

39= 45 kHz.

:: ~~ .. ·

Figure 5.4: System Response (Blue) vs. Uncorrected Response (Red)

The peak at 42.5 kHz which is 20 dB below the main peak could be caused by phase

errors in the system. It could also be a multiple reflection. Since we are using a phase

locked loop configuration, we wanted to make sure that this effect was not coming from the

oscillator, since its phase should be close to ideal. We saw that the effects of phase noise

would be negligible, so this can't be the source of the problem.

Also, the effects of amplitude modulation would result in sidebands down by more than 20

dB before a Hanning window, and they would be symmetrical.
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Figure 5.5: Block Diagram of Delay Line Test

With a Hanning window, they would be down even further. To test the oscillator, we

took a delay line response with just the oscillator, and the result is shown in Figure 5.6.

Again, we used a Hanning window. From this figure we see that the side lobes are down by

more than 28 dB,- and we do-not see the effect shownabove-in Figure 5;6, Also, we would· - --- c·---

not expect to see the effects of phase noise and amplitude variation in this spectrum, since,

with a Hanning window, they will be reduced even further. The oscillator beat spectrum by

itself looks excellent, and therefore, this effect must be coming from the system. The phase

response of the components of the system is very linear, so this shouldn't be causing this. A

strong possibility is a multiple reflection somewhere, and a possibility is a reflection from

- the output port of.the RF amplifier.

Figure 5.7 shows a comparison between the ideal spectrum (red), and the data with both

the delay line effect removed and the system response removed. From Figure 5.7, we see

that there is a close match between the two main lobes. We can calculate the resolution by

finding the difference between the -3 dB frequency on one side and the frequency of the

peak. We can then convert this into a resolution in distance.
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. Figure 5.6: Spectrum From Delay Line·tesfUsinğ Justthe Oscillator

When this is done, we obtain a resolution of 1 O cm, which is the desired resolution. In

this delay line response, we also see some spurious signals that are caused by multiple

reflections. This causes a mismatch between the ideal response and the delay line response.

During the 2004 field season, we tested the radar over a 1 O km by 1 O km grid.

During testing, we found that the feed through power from the transmit antenna to the·

receive antenna was approximately - 19 dBm. Since this would put the RF power at the

mixer at approximately -1 dBm, and the LO power was 7 dBm, we needed to lower the RF

feed through signal. Therefore, we put a 1 O-dB pad at the input of the receiver to lower the

power from the top layers so third order products are reduced.
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ı..; Figure 5.7: CorrectedResponse(B lue) vs.Ideal 'Response (Red}

We also tried using a 4 dB pad, but noticed extra spectral lines when compared with the

1 O-dB pad. Even though putting a 1 O-dB pad on the front added to the noise figure, we

were still able to see down to 200 m, so this wasn't a problem. We also put a 3-dB pad

between the transmitters and transmit antenna, to reduce multiple reflections. We collected

-data over 10 lines with 1 km spacing. Figures 5.8 and 5.9 show a map of part of one of the·

lines.
Figure 5.8 shows the top 50 m of layers in ice, while the bottom shows layers between

200 to 300 m. Figure 5.8 starts from 10 m because the length of the cables from the

transmitter and receiver were both around 4 m, and the antennas were about 2 m apart. The

top layer is the feed-through signal. In Figure 5.9, we can still see layers at about 274 m.

From the a-scope data, we had about 5 dB of signal-to-noise ratio at the bottom layers.
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Figure 5.8: Top Internal Layers from Summit

We can analyze the data to determine the reflection coefficient from the surface and

compare it with the value obtained in simulation. We need to remove the effects of the

Gaussian Filter and the receiver gain in order to determine the power level at the front-end

of the receiver. We removed these effects from one set of A-scope data.

Additionally, the front-end to the Data Acquisition system has a transformer that has a

high-pass filter response. Its 3-dB frequency is 400 kHz, and it has a 20 dB/decaderoll-off.

We removed this effect as well. We obtained the antenna gain parameters from simulation.

Using Equation 3.6, we can compute the actual power reflection coefficient at 500 MHz,

which is around -21 dB. We can compute the actual power reflection coefficient from the

surface by using density information from Summit Greenland found in [27]. Using a

surface density value of .321 g/cm3, we first need to convert this to a permittivity value.
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Figure 5.9: Deep Internal Layers from Summit

Using the formula in [28], we find that its permittivity is 1.62. The reflection coefficient

of the air/fırn interface is then found to be around -18.5 dB, which is close to the value

obtained from the data.

Similar to the analysis done for NGRIJ>, wecan estimate the water equivalent snow

accumulation in Summit. In this case, there are approximately 6 layers every 5 meters, so

the accumulation is approximately .8 m/year. Multiplying this by the ratio of densities as in

equation 5.1, we get a value of .364 m/year for the water equivalent snow accumulation. In

recent years, the average water equivalent snowfall was around .3 m/year [20], which

matches favorably with our estimated value.

Additionally, we took a measurement with the antenna pointed to the sky. The thermal

noise floor occurs at around 800 kHz in the beat frequency spectrum, and in the a-scope

data. In Chapter 3, we calculated our MDS assuming we were limited by thermal noise.

Since our MDS will come at a beat frequency of approximately 1 .2 MHz, this assumption

is validated, since we are in the thermal noise at 800 kHz.
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CONCLUSIONS

The wideband accumulation radar system was designed to map the near surface internal

layers to a resolution of 1 O cm, while meeting various other requirements of the PRISM

project. The entire radar fits inside one Compact PCI enclosure, and is extremely

lightweight. The concept of using the FM coil to phase lock the YIG oscillator has been

proven.

The hardware consists of 5 modules. The PLL board, which was used to generate the

transmit signal, was designed on a four-layer FR-4 board. The AGC circuitry, which levels

off the transmit power, was designed on two boards. The high-frequency section was done

on a two-layer Rogers4350 board, while the low frequency feedback section was done on a

four-layer FR-4 board. The low-frequency board plugs-on to the high frequency board. The

PLO section, which provides two 50 MHz signals to the data acquisition system, and the 4

GHz signal used to mix the YIG signal down to 500-to-2000 MHz, was designed on a two-

- layer Rôgeis43s6 boa~d. ·rııe recei;er c~risists"-ôt two ··secfioris:·rhe RF section; ~hıctı·
filters, amplifies, and mixes down the received signal, was designed on a two-layer

Rogers4350 board. The IF section, which filters and amplifies the IF signal, was designed

on a two-layer FR-4 board. The main characteristics of this radar are stated below:

• Can map near-surface internal layers to a depth of 200 m

• Layering data obtained has very fine resolution

• Radar provides an extremely linear sweep

• Radar is extremely compact

It should be noted that this · radar was developed with ground-based experiments in

mind. Consequently, the sweep time is relatively slow (4 ms). If faster sweep times are

desired, the main coil driver bandwidth will have to be increased. The loop filter will also

have to be optimized, and this involves a better understanding of how the comparison

frequency affects lock time, and optimizing the loop filter in general. With this YIG, the

FM coil can correct for a maximum of 30 MHz deviation, and a simple simulation can

determine how fast the main coil can be swept and still deviate by at most 30 MHz from

perfect linearity.

59



REFRENECES 

[1] Etkins, R., and E.S. Epstein, "The Rise of Global Mean Sea Level as an Indication of

Climate Change", Science, vol. 215, pp. 287-289, 15 January, 1982

[2] "Warming to Cause Catastrophic Rise in Sea Level?",

http://news.nationalgeographic.com/news/2004/04/0420 _040420 _earthday.html

[3] Bogorodsky, V.V., V.I. Pozdnynak, G.V. Trepov, and A.M. Shremet'yev, "Radar

Sounding Measurements of the Thickness of Annual Snow Strata in the Antarctic",

Doklady of the Academy of Sciences of the U.S.S.R. Earth science sections, vol. 264, no.

4, pp.909-911, 1982

[4] Paterson, W.B., "The Physics of Glaciers", Butterworth-Heinemann, Oxford, England,

1982

[5] Van Der Ween, CJ., J.F. Bolzan, "Interannual Variability in Net Accumulation on the

Greenland Ice Sheet: Observations and Implications for Mass Balance

----Measıireriıents'';İ~um;l of Geophysical Research, vôl.-ıo'4, no. D2, pp. 2009~2014)999'

[6] "Ice Sheet Mass Balance",

http://www. ume .maine.edu/iceage/Research/Contrib/html/ contrib8 .html

[7] Bales, R.C, J.R. McConnell, E. Mosely-Thompson, and B. Csthao, "Accumulation over

the Greenland Ice Sheet from Historical and Recent Records", Journal of Geophysical

Research, vol. 106, no. D24, pp. 33813-33826, 2001b

[8] Kanagaratnam, P., "Airborne Radar for High-Resolution Mapping of Internal

Layers in Glacial Ice to Estimate Accumulation Rate", Ph.D. Thesis, 2002

[9] Bailey, J.T., S. Evans, and G. de Q. Robin, "Radio Echo Soundings of Polar Ice

Sheets", Nature, vol. 204, pp.420-421, 1964

[10) Gogineni, S., T. Chuah, C. Allen, K. Jezek, and R.K. Moore, "An Improved Coherent

Radar Depth Sounder", Journal of Glaciology, vol. 44, no. 148, 1998

[11) Hammer, C.U., "Acidity of Polar Ice Cores in Relation to Absolute Dating, Past

Volcanism, and Radio-Echoes", Journal of Glaciology, vol. 25, no. 93, pp. 359-372, 1980

[12) Vickers, R.S., and G.C. Rose, "High Resolution measurements of snowpack

stratigraphy using a Short Pulse Radar, Proceeding of the Eighth International Symposium

60



on Remote Sensing of Environment", vol. 1, pp. 261-267, Ann Arbor, Michigan, October

2-6, 1972

[13] Ellerbruch, D.A., and H.S. Boyne, "Snow stratigraphy and water equivalence

measured with an active microwave system", Journal of Glaciology, vol. 26, no. 94, pp.

225-233, 1980

[14] Forster, R.R., C.H. Davis, T.W. Rand, and R.K. Moore, "Snow-stratification

investigations on an Antarctic ice stream with an X-band radar system", Journal of

Glaciology, vol. 37, no. 127, 1991

[15] Wong, W., "Development of a Prototype of a 2-8· GHz FMCW Radar for Snow

Thickness Measurement on Sea Ice", Masters Thesis, 2003

[16] Fujita, S., T. Matsuoka, T. Ishida, K. Matsuoka, and S. Mae, "A Summary of the

Complex Dielectric Permittivity of Ice in the Megahertz Range and its Application for

Radar Sounding of Polar Ice Sheets", Physics of Ice Core Records, ed., by T. Hondoh, pp.

185-212, Hokkaido University Press, Sapporo, Japan, 2000

[17] Griffiths,·H.n:,'"The Effects of Phase andAmplitırde Errors in Flvl-Radar"

[18] MLMH0208 Data Sheet,

http://www.microlambdawireless.com/YIG _Oscillators/EMYTOs/MLMH _Series_ Hi

ghSpeed_VXI_VME.htm

[19] Kanagaratnam, P. Private Communication, Lawrence, KS, 2002-2004

[20] http://www.ume.maine.edu/GISP2/DATA/Accum.html

[21 l Kuchikulla, Abhinay, "Design and Development of a Wideband Coherent Radar Depth

Sounder", Masters Thesis, 2004

[22] Curtin, Mike, and Paul O'Brien, "Phase-Locked Loops for High-Frequency Receivers

and Transmitters", Analog Dialogue, Vol. 33, Number 5, May, 1999

[23] Ramasami, V. Private Communication, Lawrence, KS, 2004

[24] Castetter, Dave, "An Introduction to YIG Tuned Oscillators", MicroSource, INC.,

http://www.microsource-inc.com/yigintro. pdf

[25] Texas Instruments Data Book, "Noise Analysis in Operational Amplifier" Circuits,

Texas Instruments Incorporated, 2000

[26] de Wit, J.J.M, and P. Hoogeboom, "High Resolution FM-CW SAR Performance

Analysis"

61



[27] Bolzan, J., and M. Strobel, "Accumulation-rate variations around Summit, Greenland,"

Journal of Glaciology, vol. 40, pp. 56-66, 1994. Data archived at the World Data Center for

Paleoclimatology, Boulder, Colorado, USA.

62


