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ABSTRACT 

People likes perfection; perfection in communication systems is to get use out of all 

the power used to transmit information, which means that when we transmit a block of data 

that requires a certain power to be transmitted, the data is going to be received without 

errors. 

In real life this is impossible because of noise, so we have to increase the power of 

the signal that we are transmitting in order to overcome the noise power. Scientists and 

engineers introduced a lot of efficient methods. Like increasing the antenna power, or 

increasing the channel capacity by introducing different successful modulation types, but 

still high error rates remains. In the early 90's digital communication systems were getting 

more popular and started to replace most of the analog communication systems. With a lot 

of its special signal processing techniques, digital communication systems are much 

efficient than analog systems, so if we compare a terrestrial (analog) T.V. channels that is 

transmitted in UHF or VHF band or an old analog satellite channels (like channels on Arab­ 

Sat which is still in duty) with a new digital T.V. satellite channels like (Nile-sat or DIGI­ 

Turk) we will find that the analog channels get effected by weather conditions much more 

than digital channels. The reason behind that is the coding technique used in digital 

communication systems. Because as we know additive noise affects all signals either it's 

digital or not. However receivers in analog communication systems can not correct errors 

caused by noise, while in digital communication systems, because of coding the receiver 

has the ability to detect errors that occurred in the communication channel, and make a 

decision about what information has been transmitted. What makes the coding techniques 

very successful is increasing the signal to noise ratio, and therefore getting more efficient 

communication systems. 

This report describes digital communication systems, types of codes used in digital 

communications systems, and gives details about linear block codes and cyclic codes, and 

their application to digital images. Comparison on communication systems will be made on 

models for systems that transmit images. 
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INTRODUCTION 

Because of channel coding in our present time we have very efficient digital 

communication systems, that is capable of transmitting and receiving data blocks with 

negligible bit error rates no matter what type of noise exists in the channel. A lot of good 

code designs have been presented, and different codes have different properties that can be 

associated with different types of channels. 

The idea of channel coding came out with Shannon's noisy channel coding theorem 

that states, 'with every channel we can associate a "channel capacity" C. There exists error 

control codes such that information can be transmitted across the channel at rates less than 

C with arbitrarily low bit error rate'. 

Our goal in this report is to explain the popular types of codes, with their different 

properties of error detection and correction, concentrating on linear block codes and cyclic 

codes for these codes are so efficient and simple at the same time. We show how coding 

can give amazing results in overcoming the noise that occurs in the communication 

channels. 

Chapter 1 starts by describing the digital communications systems and their 

elements, and then we explain the encoder and the decoder part of the system, Then we 

mention a few types of coding techniques and some of the error correcting codes briefly. 

Chapter 2 explains linear block codes, the development and use of these codes, 

taking in consideration the properties of these codes and why they are different. Then we go 

through the cyclic codes, which are a very important branch of linear block codes, and very 

powerful type of codes, explaining the difference between them and linear block codes. 

Chapter 3 includes some brief information about images, and the processes that can 

be applied on them. Digital image processing is a very huge and important disciplinary of 

digital communication. Applying coding on digital images successfully means that we can 

apply these codes on any type of digital data, like digital video, digital audio, and other 

types of digital information. 

Chapter 4 models two different digital communication systems, one using cyclic 

codes and another system without coding. It shows the difference in the received 

information, and the effect of the same noise on both. 
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Conclusion presents the superiority of systems with channel coding over analog 

systems and systems with no coding techniques, and gives examples from real daily life, 

and suggestions that might be useful for future life. 



CHAPTER ONE 

DIGITAL COMMUNICATION SYSTEMS 

1.1. Digital Communication systems 

A digital communication system is a means of transporting information from one 

party to another. The system is digital in that it uses a sequence of symbols from a finite 

alphabet to represent the information. The transmission of data in digital form allows for 

the use of a number of powerful signal processing techniques that would otherwise be 

unavailable [ 1]. 

Transmitter 
power supply 

J 
data -, Modulator Transmitter ,, source 

'-/ 

Physical I Noiser channel 

data Demodulator f----- Reciever I/ r 
\ sink 

Figure 1.1 Basic elements of digital communication systems [ 1]. 

The data source block may represent any source of information like for example in 

digital cellular mobile telephone the data source consist of a microphone and a digital-to 

analog converter, in general the data source provides a stream of symbols at some average 

rate R 5 symbols per second that is passed along to the modulator. 

The modulator maps the information symbols onto signals that can be efficiently 

transmitted over the communication channel [I]. Therefore the selection of modulation 



method depends on a Jot of considerations like available power or bandwidth. Modulated 

information is transmitted through the physical channel that has an additive noise. 

The received signal is demodulated and because of the noise in the physical channel 

the demodulated signal might not be the same as the original signal that we got at the 

information source [I]. 

1.2. Noise Effect on Digital Communication Systems 

1.2.1. What is noise? 

During transmission in communication channels if noise power is high, it might 

cause changes in transmitted information that ends up at the information sink as different 

information than the ones supposed to be received. For example if a binary sequence is 

being sent through the physical channel, it will be received in the following way: 

If F(t) 2 O; then transmitted symbol is A 

If F(t) < O; then transmitted symbol is B 

Here if we Jet F(t) = -0.3 then the transmitted symbol is B but what happens if we have 

noise added to that signal is that if n(t) = 0.4 the resultant will be n(t)+ F(t) = 0.1 which 

gives us another symbol of the alphabet which is A. In order for this to happen the noise 

power should be high enough to effect the transmitted information so we have a choice of 

transmitting with a high power. We also have filtering but that wouldn't be so efficient for 

some types of noise. 

The term noise is used customarily to designate unwanted waves that tend to disturb 

the transmission and processing of signals in communication systems. As we know we 

have different types of noise sources like atmospheric noise, galactic noise or man-made 

noise those ones are external noise types but we also have another type that is the internal 

type of noise that arises from spontaneous fluctuations of current or voltage in electrical 

circuits. This type of noise represents a basic limitation on the transmission or detection of 

signals in communication systems involving the use of electronic devices. The two most 

common examples of spontaneous fluctuations in electrical circuits are shot noise and 

thermal noise [3]. 
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1.2.2. Shot Noise 

Shot noise arises in electronic devices such as diodes and transistors because of the 

discrete nature of the current flow in the devices for example in a photo detector circuit a 

current pulse is generated every time an electron is emitted by the cathode due to incident 

light from a source of a constant intensity, the electrons are naturally emitted at random 

times denoted by t K as - 00< r K < co, It is assumed that the random emissions of electrons 

have been going on for a Jong time. Thus the total current flowing through the photo 

detector may be modeled as an infinite sum of current pulses [3). 

1.2.3. Thermal Noise 

Thermal noise is the name given to the electrical noise arising from the random 

motions of electrons in the conductor. It is also known that the thermal noise is Gaussian 

distributed with zero mean [3). 

1.2.4. White Noise 

The noise analysis of communication systems is customarily based on an idealized 

form of noise called white noise, the power spectral density of which is independent of the 

operating frequency. The adjective white is used in the sense that white light contains equal 

amounts of all frequencies within the visible band of electromagnetic radiation. We express 

the power spectral density of white noise, with a simple function denoted by OJ (t), as 

Sw (f) = N012. The parameter N0 (the dimensions of N0 are in watts per hertz), is usually 

referred to the input stage of the receiver of a communication system, and may be 

expressed as NO = k Te, where k is Boltzmann's constant and Te is the equivalent noise 

temperature of the receiver. The white Gaussian noise represents the ultimate in 

randomness; it has a infinite average power and not physically realizable [3). 



1.3. Channel Coding 

1.3.1. What is Channe] Coding? 

When the errors introduced by the information channel are unacceptable, then 

coding is necessary to reduce the error rate and improve the reliability of the transmission. 

Channel coding is one of the most important signal processing techniques used in digital 

communication systems for the reason it is maybe the most efficient way to minimize the 

errors without the need to use much more power. In other words coding helps us make 

more efficient use of power and increases the Signal-to-Noise value in a digital 

communication system [ 1] [3]. 

The idea of coding was based on Shannon's noisy channel coding theorem that 

stated " With every channel we can associate a 'channel capacity' C. there exist error 

control codes such that information can be transmitted across the channel at rates less than 

C with arbitrarily low bit error rate". But Shannon didn't tell us how to achieve these codes 

he just stated that we can associate a code that minimize the errors under the condition that 

data transmission rate shouldn't exceed the channel capacity [ 1]. 

1.3.2. Fundamenta]s of Channel Coding 

The main idea behind channel coding is adding extra digits to our digital message 

words at the channel encoder to have our code words that is going to be transmitted, These 

extra digits are called redundancy digits and will be discarded after decoding as they are 

only used to detect or correct errors that occurred in the physical channel during 

transmission of the information. 

Figure 1.2 shows the main parts of a digital communication system including the 

decoder and the encoder [ 1]. As we see in Figure 1.2 that the channel input and output must 

be in a binary format being transmitted in blocks. The source generates analog information 

signals that are converted by the source encoder into a digital form (message words) of 

length L (number of bits). The channel encoder adds redundancy to the messages to form 

the codewords of length N that gets modulated and transmitted through the digital channel. 

4 



Source Source Channel 
~ ~ encoder 

'- Modulator encoder 7 ~ 

If'\ 

,I/ 

Feedback I Noise~ Digital 
channel Channel 

/1\ 

Reciever Source / Channel 
~ decoder ~ ff- Demodulator Decoder ~ 

Figure 1.2 Block diagram of a digital communication systems [3]. 

Noise is added to the information while it goes through channel, resulting in a 

difference between the received and the transmitted data. The channel decoder based on the 

received codewords decides which codeword was transmitted. The decoder detects 

occurring errors, and corrects it by deciding which codeword is been transmitted. 

1.3.3. Hamming Distance 

Hamming distance between two binary codewords is the number of different digits 

between them so if we assume two codewords D 1 =(IO 110011) and the codeword 

D2=(10110110) then the hamming distance between both codewords is: 

d(D l ,D2) = 2, since the first and the third bits are different we have two different bits 

between them which means the Hamming distance between them is two [ 1]. 

1.3.4. Hamming Distance Decoding Rule 

In Hamming distance decoding rule the decoder will check the Hamming distance 

between the received codeword and all the original codewords of the code. The original 

codeword that has the minimum hamming distance with the received codeword will be 

chosen by the decoder to be the transmitted codeword. 
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For example, if we have the following codewords Dl(OOO) and D2(11 l), and 

received codeword has one error in the second bit R(OIO) then d(R,Dl) = 1, d(R,D2) = 2. 

Therefore, the receiver will choose DI to be the transmitted codeword [3]. 

1.3.5. Minimum Distance of a Code 

The minimum distance of a code, is the minimum hamming distance between the 

codewords of a code. 

Assume we have a code consisting of four codewords, which are: 

DI = (001) 

D2=(010) 

D3 = (100) 

D4 = (1 I 1) 

The Hamming distances for the code is as follows 

d(Dl,D2) = 2, d(Dl,D3) = 2, d(Dl,D4) = 2, d(D2,D3) = 2, d(D2,D4) = 2, d(D3,D4) = 2, 

Here we find the minimum distance of the code d . = 2. min 

1.3.6. Code Capability of Error Detection and Correction 

If we assume that a received codeword has t number of errors, then for the decoder 

to be able to detect it, the minimum distance of the code should be more than the number of 

errors t. 

<;> t ( 1.1) 

In order to correct a number of occurring errors, the minimum distance of the code should 

be more than twice of the number of errors that occurred. 

( 1.2) 

Lets say that we have a code with a d . = 2, and a received codeword has only one error, 
111111 

then the decoder will be able to detect the error (see equation 1.1), but not to correct it (see 

equation 1.2). We can use the code mentioned in section 1.3.3 as an example that has a 

<: = 2, If we have Dl(OOl) transmitted and we got only one error in the first bit, 

becoming R(Ol l), the decoder is going to realize that an error occurred but won't be able to 

make the right decision about the transmitted one. This is because d(R,D I) = 1, and 
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d(R,D2) = 1. If we assume that we have two errors in the received codeword that makes it 

R(l 11) and we find here that the error won't be detected because the received distorted 

version of DJ is one of the original codewords, D4, so the decoder will assume that it is a 

right codeword [3]. 

1.3.7. Minimum Weight of a Code 

The weight {J) of a codeword is the number of ones within it so if we have the code 

word ( 110110) the weight of this codeword OJ (110110) = 4. ln order to find the minimum 

weight of a code we find the weights of all the codewords. We choose the weight of the 

codeword that has the minimum weight in the code to be the minimum weight of the code. 

This codeword shouldn't be the zero code word. For example, if we have a code with the 

following codewords 

Dl(OOOO), D2(001 l), D3(] l 10), D4(] l l l), 

cu (Dl) = 0 

cu (D2) = 2 

cu(D3) = 3 

cu (D4) = 4 

The minimum weight here is not the weight of Dl because it is the zero codeword, the 

minimum weight OJ min= 2, which is the weight of D2. 

1.3.8. Maximum Likelihood Decoding Rule 

The decoder will receive a codeword R, then it will calculate the probability of 

receiving R if each of the original codewords is transmitted, and will choose the codeword 

that has the maximum probability to be transmitted [1][3]. 

1.3.9. Minimum Error Decoding Rule 

The decoder has stored information about the probability of transmitting each of the 

codewords, when the decoder receives a codeword R; it calculates the probability of 

transmitting the codeword if each of the original codewords is transmitted, and then will 
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multiply each of the found probabilities with the probability of transmitting the 

corresponding codeword [1][3]. 

Example: Assume we have three codewords Dl, D2, D3, with the following transmission 

probabilities p(Dl) = 0.2, p(D2) = 0.1, p(D3) = 0.7, and the decoder has received the 
codeword R and calculated the following probabilities p(RfDl) = 0.1, p(RfD2) = 0.6, 

p(RfD3) = 0.3. For the maximum likelihood decoding rule D2 is going to be picked by the 

decoder as the transmitted codeword because it maximize the value of p(RfDn) but for 

minimum error decoding rule the probabilities p(R[Dn) will be multiplied by p(Dn) and the 

decoder will choose the codeword that maximize p(RfDn).p(Dn) which means in our 

example D3 is going to be picked by the decoder. 

1.4. Error Correcting Systems 

1.4.1. Automatic Repeat Request 

When the codeword is received without a detectable error the channel decoder sends 

an ACK (acknowledgment symbol l)to the channel encoder through the feedback channel 

which means codeword is received without detectable error. When the channel decoder 

detects an error it sends a bit O to the channel encoder through the feedback channel. This 

symbol O is called NAK (non acknowledgment). The channel encoder transmits the 

codeword again until it get an acknowledgment (ACK bit 1) from the channel decoder, 

which means the codeword is received without a detectable error. 

1.4.2. Forward Error Correction 

In forward error correction receiver isn't responsible only of detecting errors, 

because in this system the feedback channel is not present ( e.g. in satellite TV broadcasting, 

computer storage devices, etc .... ), so the ability of sending an ACK or NAK is impossible. 

The receiver should manage to correct the errors by itself, (make an acceptable decision 

about the transmitted codeword, based on the received one and the coding algorithm of the 

decoder). 
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1.4.3. Hybrid ARQ 

Hybrid ARQ combines both techniques of forward error correction and automatic 

repeat request. There are two types of hybrid ARQ systems. The first type of hybrid ARQ 

is the one where the receiver receives a full codeword with all parity bits for detection and 

correction; if it fails to decide which codeword is transmitted it requests retransmission of 

data. In the second type the receiver receives the codeword with the parity bits for error 

detection, if it detects an error within the codeword it requests the correcting parity bits and 

attempts to correct. If it fails to correct it request the whole code word from the transmitter 

to be retransmitted. 

1.5. Error Correcting Code Types 

There are a Jot of error correcting codes types, like turbo codes, which are a 

combination of two convolutional codes working in parallel, Reed-Muller codes, Reed­ 

Solomon codes. We will only study briefly some basic codes and coding techniques. 

1.5.1. Repetition Codes 

Repetition codes repeat the message itself certain number of times. The repeated 

message is the redundancy in the code word. Assuming we have two messages to be 

transmitted that are: 0 and 1, codewords are 000 and 111. 

codeword 

000 

111 

The encoder here repeats the message word two times resulting a Hamming 

distance d(000,111) = 3, between the two codewords which makes the decoder capable of 

Message 

0 

detecting two errors and choosing the codeword in case of only one error occurred. 

1.5.2. Odd/Even Parity Check Codes 

The even parity check code checks the number of ones within the message word. If 

it's even it adds the bit O to the end of the message word to keep the number of ones even in 
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the codeword and if it's odd it adds the bit 1 to the end of the message word so we get a 

codeword with an even number of ones within. 

The odd parity check codes does the same job except that they add O bit to the 

message words with odd number of l's within so the generated codewords has odd number 

of ones. They add 1 bit to the code words with even number of l's within so number of l's 

in the codewords will be odd. 

Message possibilities even check parity codes odd check parity codes 

OO(even) OOO(even) 001 (odd) 

Ol(odd) OJ ](even) 01 O(odd) 

10( odd) JOJ(even) 1 OO(odd) 

ll(even) llO(even) 111 ( odd) 

1.5.3. Linear Block Codes 

A code is said to be linear if any two codewords in the code can be added on 

modulo-2 arithmetic to produce a third codeword in the code. Lets assume the following 

code with the following codewords, Dl (0000), D2(001 J ), D3(1100), D4(1 l l l ), 

If we add on modulo-2 any of the codewords to another codeword in the code the result 

must be another codeword of the code. 

Example: 

Dl(OOOO) + D2(001 l) = D2(001 l) 
Dl(l 111) + D2(001 l) = D3(1100) 
D2(0011) + D3(1100) = D4(1 l l 1) 

D2(0011) + D2(0011) = D1(0000) 
and so on, in order to generate a linear block code we should multiply the message word by 

a generator matrix. The result of the multiplication is our codeword that is going to be 

transmitted. 

1.5.4. Cyclic Codes 

Cyclic codes, [ 1] are a subclass of linear block codes. Actually the most important 

linear block codes discovered until today are either cyclic codes or closely related to it [ 1]. 
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