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ABSTRACT

The graduating project is devoted one of the actual problem of information
technology Distributed Multi - Agent systems. For this reason the approaches for
creating distributed system is clarified, the main characteristic of Distributed System,
advantages and disadvantages are described. Distributed system is a combination of
Network technologies and the systems, such as Database System, intelligent system. In
the project as an example the development of Distributed Database System is
considered. The structures of different Distributed Systems are described. The design of
Distributed Database System is given. The two approaches for Distributed Database
System design have been identified and their characteristics are given. The main stages
in design is fragmentation of systems, that is the dividing and analyzing the parts of the
systems (decomposition of system). The fragmentation increases the level of
concurrency and therefore the system throughput. In the project the various
fragmentation strategies and algorithms are given, the Query processing problem is
described.

The Distributed Multi Database System structure, its integration processes,
Query Processing problems and transaction execution are described. Also the
architecture and operating principles of Distributed Expert System are considered. At
the end the modeling of Distributed Database System is considered. The procedure of
sending and receiving of information between agents are developed. The system is
developed in VisualBasic 6.0.
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INTRODUCTION

Distributed database system (DDBS) technology is one of the major recent
developments in the database systems area. There are claims that in the next ten years
centralized database managers will be an "antique curiosity" and most organizations
will move toward distributed database managers. The intense interest in this ·subject in
both the research community and the commercial marketplace certainly supports this
claim. The extensive research activity in the last decade has generated results that now
enable the introduction of commercial products into the marketplace.

Distributed database system (DDBS) technology is the union of what appear to
be two diametrically opposed approaches to data processing: database system and
computer network technologies. Database systems have taken us from a paradigm of
data processing, in which each application denned and maintained its own data, to one
in which the data is denned and administered centrally. This new orientation results in
data independence, whereby the application programs are immune to changes in the
logical or physicalorganization of the data, and vice versa.

One of the major motivations behind the use of database systems is the desire to
integrate the operational data of an enterprise and to provide centralized, thus controlled
access to that data. The technology of computer networks, on the other hand, promotes a
mode of work that goes against all centralization efforts. At first glance it might be
difficult to understand how these two contrasting approaches can possibly be
synthesized to produce a technology that is more powerful and more promising than
either one alone. The key to this understanding is the realization that the most important
objective of the database technology is integration, not centralization. It is important to
realize that either one of these terms does not necessarily imply the other. It is possible
to achieve integration without centralization, and that is exactly what the distributed
database technology attempts to achieve.
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CHAPTER I

DISTRIBUTED DATA PROCESSING

The term distributed processing (or distributed computing) has been used to refer
to such diverse systems as multiprocessor systems, distributed data processing, and
computer networks. Here are some of the other terms that have been used
synonymously with distributed processing: distributed function, distributed computers
or computing, networks, multiprocessors/multicomputers, satellite processing/satellite
computers, backend processing, dedicated/special-purpose computers, time-shared
systems, and functionallymodular systems.

Some degree of distributed processing goes on in any computer system, even on
single-processor computers. Starting with the second generation computers, the central
processing unit (CPU) and input/output (1/0) functions have been separated and
overlapped. This separation and overlap can be considered as one form of distributed
processing. However, it should be quite clear that what we would like to refer to as
distributed processing, or distributed computing, has nothing to do with this form of
distribution of functions in a single-processor computer system.

Distributed computing system states is a number of autonomous processing
elements (not necessarily homogeneous) that are interconnected by a computer network
and that cooperate in performing their assigned tasks. The "processing element" referred
to in this definition is a computing device that can execute a program on its own.

One fundamental question that needs to be asked is: What is being distributed?
One of the things that might be distributed is the processing logic. In fact, the definition
of a distributed computing system given above implicitly assumes that the processing
logic or processing elements are distributed. Another possible distribution is according
to function. Various functions of a computer system could. be delegated to various
pieces of hardware or software. A third possible mode of distribution is according to
data. Data used by a number of applications may be distributed to a number of
processing sites. Finally, control can be distributed. The control of the execution of
various tasks might be distributed instead of being.performed by one computer system.
From the viewpoint of distributed database systems, these modes of distribution are all
necessary and important. In the following sections we talk about these in more detail.

Distributed computing systems can be classified with respect -to a number of
criteria. Some of these criteria are listed by Bochmann as follows: degree of coupling,
interconnection structure, interdependence of components, and synchronizationbetween
components [Bochmann, 1983]. Degree of coupling refers to a measure that determines
how closely the processing elements are connected together. This can be measured as
the ratio of the amount of data exchanged to the amount of local processing performed
in executing a task. If the communication is done over a computer network, there exists
weak coupling among the processing elements. However, if components are shared, we
talk about strong coupling. Shared components can be both primary memory or
secondary storage devices. As for the interconnection structure, one can talk about those
cases that have a point-to-point interconnection between processing elements, as
opposed to those which use a common interconnection channel. We discuss various
interconnection structures. The processing elements might depend on each other quite
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strongly in the execution of a task, or this interdependence might be as minimal as
passing messages at the beginning of execution and reporting results at the end.
Synchronization between processing elements might be maintained by synchronous or
by asynchronous means. Note that some of these criteria are not entirely independent.
For example, if the synchronization between processing elements is synchronous, one
would expect the processing elements to be strongly interdependent, and possibly to
work in a strongly coupled fashion.

The distributed processing better corresponds to the organizational structure of
today's widely distributed enterprises, and that such a system is more reliable and more
responsive. Data can be entered and stored where it is generated, without any need for
physical (manual) movement. Furthermore, building a distributed system might make
economic sense since the costs of memory and processing elements are decreasing
continuously

The fundamental reason behind distributed processing is to be better able to
solve the big and complicated problems, by using a variation of the well-known divide
and-conquer rule. If the necessary software support for distributed processing can be
developed, it might be possible to solve these complicated problems simply by dividing
them into smaller pieces and assigning them to different software groups, which work
on different computers and produce a system that runs on multiple processing elements
but can work efficiently toward the execution of a common task.

This approach has two fundamental advantages from an economics standpoint.
First, we are fast approaching the limits of computation speed for a single processing
element. The only available route to more computing power, therefore, is to employ
multiple processing elements optimally. This requires research in distributed processing
as denned earlier, as well as in parallel processing, which is outside the scope. The
second economic reason is that by attacking these problems in smaller groups working
more or less autonomously, it might be possible to discipline the cost of software
development. Indeed, it is well known that the cost of software has been increasing in
opposition to the cost trends of hardware.

Distributed database systems should also be viewed within this framework and
treated as tools that could make distributed processing easier and more efficient. It is
reasonable to draw an analogy between what distributed databases might offer to the
data processing world and what the database technology has already provided. There is
no doubt that the development of general-purpose, adaptable, efficient distributed
database systems will aid greatly in the task of developing distributed software.

1.1 DISTRIBUTED DATABASE SYSTEM

We can define a distributed database as a collection of multiple, logically
interrelated databases distributed over a computer network. A distributed database
management system (distributed DBMS) is then defined as the software system that
permits the management of the DDBS and makes the distribution transparent to the
users. The two important terms in these definitions are "logically interrelated" and
"distributed over a computer network." They help eliminate certain cases that have
sometimesbeen accepted to represent a DD.BS.
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First, a DDBS is not a "collection of files" that can be individuallystored at each
node of a computer network. To form a DDBS, files should not only be logically
related, but there should be structure among the files, and access should be via a
common interface. It has sometimes been assumed that the physical distribution of data
is not the most significant issue. The proponents of this view would therefore feel
comfortable in labeling as a distributed database two (related) databases that reside in
the same computer system. However, the physical distribution of data is very important.
It creates problems that are not encountered when the databases reside in the same
computer. Note that physical distribution does not necessarily imply that the computer
systems be geographically far apart; they could actually be in the same room. It simply
impliesthat the communication between them is done over a network instead of through
shared memory, with the network as the only shared resource.

The definition above also rules out multiprocessor systems as DDBSs. A
multiprocessor system is generally considered to be a system where two or more
processors share some form of memory, either primary memory, in which case the
multiprocessor is called tightly coupled, or secondary memory, when it is called loosely
coupled. Sharing memory enables the processors to communicate without exchanging
messages. With the improvements in microprocessor and VLSI technologies, other
forms of multiprocessors have emerged with a number of microprocessors connected by
a switch.

Figure 1.1 Tightly-Coupled Multiprocessor

Another distinction that is commonly made in this context is between shared
everything and shared-nothing architectures. The former architectural model permits



5

Computer System ' Computer System

CPU 

t Co.mputer Sys,tem

CPU
11

,ı Memory Mem,ory

-Shared
Secondary

Storage
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Figure 1.3 Switch-Based Multiprocessor System

each processor to access everything (primary and secondary memories, and peripherals)
in the system and covers the three models that we described above. The shared nothing
architecture is one where each processor has its own primary and secondary memories
as well as peripherals, and communicates with other processors over a very high speed
bus. In this sense the shared-nothing multiprocessors are quite similar to the distributed
environment that we consider in this book. However, there are differences between the
interactions in multiprocessor architectures and the rather loose interaction that is
common in distributed computing environments. The fundamental difference is the

\

mode of operation. A multiprocessor system design is rather symmetrical consisting of a
number of identical processor and memory components, controlled by one or more
copies of the same operating system, which is responsible for a strict control of the task
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assignment to each processor. This is not true in distributed computing systems, where
heterogeneity of the operating system as well as the hardware is quite common.

hı addition, a DDBS is not a system where, despite the existence of a network,
the database resides at only one node of the network. In this case, the problems of
database management are no different from the problems encountered in a centralized
database environment. The database is centrally managed by one computer system and
all the requests are routed to that site. The only additional consideration has to do with
transmission delays. It is obvious that the existence of a computer network or a
collection of "files"is not sufficientto form a distributed database system.

Sites

Communıca:,on
Network

Figure 1.4 Central Database on a Network

At this point it might be helpful to look at an example of distributed database
application that we can also use to clarifyour subsequent discussions.

1.2 ADVANTAGES AND DISADVANTAGES OF DDBSs

The distribution of data and applications has promising potential advantages.
Note that these are potential advantages which the individualDDBSs aim to achieve. As
such, they may also be considered as the objectives ofDDBSs.

1.2.1 Advantages:
Local Autonomy. Since data is distributed, a group of users that commonly

share such data can have it placed at the site where they work, and thus have local
control. This permits setting and enforcing local policies regarding the use of the data.
There are studies [D'Oliviera, 1977] indicating that the ability to partition the author ity
and responsibility of information management is the major reason many business
organizations consider distributed information systems. This is probably the most
important sociological development that we have witnessed in recent years with respect
to the use of computers.

Of course, the local autonomy issue is more important in those organizations that
are inherently decentralized. For such organizations, implementing the information
system in a decentralized manner might also be more suitable. On the other hand, for
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those organizations with quite a centralized structure and management style,
decentralization might not be an overwhelming social or managerial issue.

In distributed system, the validity of local autonomy is obvious. It would be
quite absurd to have an environment where all the record keeping is done locally, as it
would be if information were shared among different sites in a manual fashion (either
by exchanging hard copies of reports, or by exchanging magnetic tapes, disks, floppies,
etc.).

Improved Performance. Again, because the regularly used data is proximate to
the users, and given the parallelisminherent in distributed systems, it may be possible to
improve the performance of database accesses. On the one hand, since each site handles
only a portion of the database, contention for CPU and I/O services is not as severe as
for centralized databases. On the other hand, data retrieved by a transaction may be
stored at a number of sites, making it possible to execute the transaction in parallel.

Let us assume that in our example the record keeping is done centrally at the
world headquarters, with remote access provided to the other sites. This would require
the transmission to New York of each request generated in Phoenix inquiring about the
inventory level of an item. It would probably be impossible to withstand the low
performance of such an operation.

Improved Reliability/Availability. If data is replicated so that it exists at more
than one site, a crash of one of the sites, or the failure of a communication link making
some of these sites inaccessible, does not necessarilymake the data impossible to reach.
Furthermore, system crashes or link failures do not cause total system inoperability.
Even though some of the data may be inaccessible, the DDBS can still provide limited
servıce.

Obviously, if the inventory information at both warehouses is replicated at both
sites, the failure at one of the sites would not make the information inaccessible to the
rest of the organization. If proper facilities are set up, it might even be possible to give
users at the failed site access to the remote information.

Economics. It is possible to view this from two perspectives. The first is in
terms of communication costs." If databases are geographically dispersed and the
applications running against them exhibit strong interaction of dispersed data, it may be
much more economical to partition the application and do the processing locally at each
site. Here the trade-off is between telecommunication costs and data communication
costs. The second viewpoint is that it normally costs much less to put together a system
of smaller computers with the equivalent power of a single big machine. In the 1960s
and early l970s, it was commonly believed that it would be possible to purchase a
fourfold powerful computer if one spent twice as much. This was known as Grosh's law.
With the advent of minicomputers, and especially microcomputers, this law is
considered invalid.

The case about lower communication costs can easily be demonstrated in the
example we have been considering. It is no doubt much cheaper in the long run to
maintain a computer system at a site and keep data locally stored instead of having to
incur heavy telecommunication costs for each request. The level of use when this
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becomes true can obviously change depending on the traffic patterns among sites, but it
is quite reasonable to expect this to occur.

Expandability. In a distributed environment, it is much easier to accommodate
increasing database sizes. Major system overhauls are seldom necessary; expansion can
usually be handled by adding processing and storage power to the network. Obviously,
it may not be possible to obtain a linear increase in "power," since this also depends on
the overhead of distribution. However, significantimprovementsare still possible.

Share ability. Organizations that have geographically distributed operations
normally store data in a distributed fashion as well. However, if the information system
is not distributed, it is usually impossible to share these data and resources. A
distributed database system therefore makes this sharing feasible.

1.2.2 Disadvantages
However, these advantages are offset by several problems arısıng from the

distribution of the database.

Lack of Experience. General-purpose distributed database systems are not yet
commonly used. What we have are either prototype systems or systems that are tailored
to one application (e.g., airline reservations). This has serious consequences because the
solutions that have been proposed for various problems have not been tested in actual
operating environments.

Complexity. DDBS problems are inherently more complex than centralized
database management ones, as they include not only the problems found in a centralized
environment, but also a new set of unresolved problems. We discuss these new issues
shortly.

Cost. Distributed systems require additional hardware (communication
mechanisms, etc.), thus have increased hardware costs. However, the trend toward
decreasing hardware costs does not make this a significant factor. A more important
fraction of the cost lies in the fact that additional and more complex software and
communication may be necessary to solve some of the technical problems. The
development of software engineering techniques (distributed debuggers and the like)
should help in this respect. "

Distribution of Control. This point was stated previously as an advantage of
DbBSs. Unfortunately, distribution creates problems of synchronization and
coordination (the reasons for this added complexity are studied in the next section).
Distributed control can therefore easily become a liability if care is not taken to adopt
adequate policies to deal with these issues.

Security. One of the major benefits of centralized databases has been the
control it provides over the access to data. Security can easily be controlled in one
central location, with the DBMS enforcing the rules. However, in a distributed database
system, a network is involved which is a medium that has its own security requirements.
It is well known that there are serious problems in maintaining adequate security over
computer networks. Thus the security problems in distributed database systems are by
nature more complicated than in centralized ones.
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Difficulty of Change. Most businesses have already invested heavily in their
database systems, which are not distributed. Currently, no tools or methodologies exist
to help these users convert their centralized databases into a DDBS. Research in
heterogeneous databases and database integration is expected to overcome these
difficulties.



10

CHAPTER2

DISTRIBUTED SYSTEMS AND DISTRIBUTED SOFTWARE

2.1 CHARACTERISTIC OF DISTRIBUTED SYSTEMS
Distributed computer environments are based on distributed computer systems

which consist of a set of processing components connected by a communication
network. The software systems running on the various processing components exchange
data through the communication network. This type of system is also called loosely
coupled distributed system.

Processing nodes can be composed of several processors which share memory.
This shared memory is used to exchange information by the software executed on such
a node. This type of system is called a tightly coupled distributed system. Some
advantages of distributed systems are below shown:

• Increased Performance
Performance is generally defined in terms of average response time and through put. If
processing capability can be located where it is required the response time can be highly
reduced. Data can be processed locally before it is sent to other nodes for further
processing. This increases throughput.

• Increased reliability
Normally nodes in a distributed system can take over the tasks of other nodes which are
currently out of order. This means that a distributed system continues its work with
reduced performance but with little or no reduction of functionality

• Increased flexibility
Additional functionality can be added to a distributed system or the number of users can
be permanently increased. A distributed system allows this system growth by simply
adding more processing nodes.

2.2 PARALLEL OR CONCURRENT PROGRAMS
Parallel or concurrent .programs are characterized by a set of statements

interrelated by multiple control threads. Each sequence of statements executed by one or
more control threads is called a process object (The term 'process' shall be used instead
of'process object' when it is clear from the context that we mean a process object).

The relationship between processes or threads and process objects is shown in
the following figure.




