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ABSTRACT 

Technology of Neural Network gives a computer system an amazing capacity to 

actually learn from input data. Artificial neural networks have provided solutions to 

problems normally requiring human observation and thought processes. Neural network 

simulations appear to be a recent development. However, this field was established 

before the advent of computers, and has survived at least one major setback and several 

eras. The computing world has a lot to gain fron neural networks. Their ability to learn 

by example makes them very flexible and powerful. 

The most basic components of neural networks are modeled after the structure of the 

brain. Some neural network structures are not closely to the brain and some does not 

have a biological counterpart in the brain. However, neural networks have a strong 

similarity to the biological brain and therefore a great deal of the terminology is 

borrowed from neuroscience. Given this description of neural networks and how they 

work, what real world applications are they suited for? Neural networks have broad 

applicability to real world business problems. In fact, they have already been 

successfully applied in many industries, science, medicine, Manufacturing, and 

Sports ... etc. 

Neural networks are trained by repeatedly presenting examples to the network. Each 

example includes both inputs and outputs. The network tries to learn each of your 

examples in tum, calculating its output based on the inputs you provided. Neural 

networks represent a new technology with many potential uses. Their capabilities have 

already been proven in a variety of business applications. Almost any neural network 

application would fit into one business area or financial analysis. There is some 

potential for using neural networks for business purposes, including resource allocation 

and scheduling. 

······,,,mnm~ .~ 
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INTROD0CTION 

Chapter one aimed to show the background of the neural networks and what the 

reasons and the benefits of using neural networks. And also how the neural networks 

improved to be new technology in the present and the future. Neural network is defined 

as massively parallel-distributed processor that has a natural propensity for storing 

experiential knowledge and making it available for use. It resembles the brain in two 

respects: (1) Knowledge is acquired by the network through a learning process, and (2) 

Interneuron connection strengths known as synaptic weights are used to store the 

knowledge. 

Neural network simulations appear to be a recent development. However, this field 

was established before the advent of computers, and has survived at least one major 

setback and several eras. Many important advances have been boosted by the use of 

inexpensive computer emulations. Neural networks learn by example. They cannot be 

programmed to perform a specific task. 

The development of true Neural Networks is a fairly recent event, which has been 

met with success. The future of Neural Networks is wide open, and may lead to many 

answers and/or questions. 

Chapter two describes the architectures and basic components of neural networks; 

the most basic components of neural networks are modeled after the structure of the 

brain. Some neural network structures are not closely .to the brain and some does not 

have a biological counterpart in the brain. However, neural networks have a strong 

similarity to the biological brain and therefore a great deal of the terminology is 

borrowed from neuroscience. Neural networks are named after the cells in the human 

brain that perform intelligent operations. The brain is made up of billions of neuron 

cells. Each of these cells is like a tiny computer with extremely limited capabilities; 

however, connected together, these cells form the most intelligent system known. 

Neural networks are formed from hundreds or thousands of simulated neurons 

connected together in much the same way as the brain's neurons. 

""""""!!l!!mlm .•• 
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The term 'architecture' has been much abused in the history of mankind. It has many 

meanings depending on whether you are talking about buildings, inside of computers or 

neural networks among other things. Even in neural networks, the term architecture and 

what we have been referring to as 'type' of neural network are used interchangeably. So 

when we refer to such and such architecture, it means the set of possible 

interconnections (also called as topology of the network) and the learning algorithm 

defined for it. 

Also Learning algorithms, which were considered for a single perceptron, linear 

adaline, and multilayer perceptron belong to the class of supervised learning algorithms. 

Two basic groups of unsupervised learning algorithms and related self-organizing 

neural networks, namely: Hebbian Learning, Competitive Learning. 

Networks such as the one just described are called artificial neural networks (ANNs), 

in the sense that they represent simplified models of natural nerve or neural networks. 
I 
Chapter three shows the fields where the Neural Networks can be applied, Neural 

Networks are performing successfully where other methods do not, recognizing and 

matching complicated, vague, or incomplete patterns 

Neural networks have been applied in solving a wide variety of problems. The most 

common use for neural networks is to project what will most likely happen. There are 

many applications of Neural Networks that can be applied in the real world. Although 

one may apply neural network systems for prediction, diagnosis, planning, monitoring, 

debugging, repair, instruction, and control, the most successful applications of neural 

networks are in categorization and pattern recognition. 

A number of real applications can also be found in the NeuroForecaster package. 

Based on these successful applications, it is therefore evident that the neural network 

technology can be applied to many real-world problems especially those related to 

business, financial and engineering modeling. 

...!!•" 



Chapter four highlights the important application of Neural Network in business, 

management and finance, the application would fit into one business area or :financial 

analysis. There is some potential for using neural networks for business purposes, 

including resource allocation and scheduling. There is also a strong potential for using 

neural networks for database mining, that is, searching for patterns implicit within the 

explicitly stored information in databases. Most of the funded work in this area is 

classified as proprietary. Thus, it is not possible to report on the full extent of the work 

going on. Most work is applying neural networks, such as the Hopfield-Tank network 

for optimization and scheduling. 

3 
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CHAPTER ONE 

BACKGROUND 

ON 

NEURAL NETWORKS 

1.1 Overview 

The power and speed of modem digital computers is truly astounding. No human can 

ever hope to compute a million operations a second. However, there are some tasks for 

which even the most powerful computers cannot compete with the human brain, . 

perhaps not even with the intelligence of an earthworm. Imagine the power of the 

machine, which has the abilities of both computers and humans. 

It would be the most remarkable thing ever. And all humans can live happily ever 

after. This is the aim .of artificial intelligence in general. Neural network simulations 

appear to be a recent development. However, this field was established before the 

advent of computers, and has survived at least one major setback and several eras. 

Many important advances have been boosted by .the use of inexpensive computer 

emulations. The future of Neural Networks is wide open, and may lead to many answers 

and/or questions. Is it possible to create a conscious machine? What rights do these 

computers have? How does the human mind work? ,What does it mean to be human? 

Neural networks process information in a similar way the human brain does. The 

network is composed of a large number of highly interconnected processing elements 

(neurons) working in parallel to solve a specific problem. Neural networks learn by 

example. They cannot be programmed to perform a specific task. The examples must be 

selected carefully otherwise useful time is wasted or even worse the network might be 

functioning incorrectly. 

"""""""!mmnmmmm , , 
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1.2 Background of Neural Networks 

Many tasks, which seem simple for us, such as reading a handwritten note or 

recognizing a face, are difficult for even the most advanced computer. In an effort to 

increase the computer's ability to perform such tasks, programmers began designing 

software to act more like the human brain, with its neurons and synaptic connections. 

Thus the field of "artificial neural networks" was born. Rather than employ the 

traditional method of one central processor ( a Pentium) to carry out many instructions 

one at a time, the· neural network software analyzes data by passing it through several 

simulated processors which are interconnected with synaptic-like "weights". 

Although the programming and mathematics behind neural network technologies are 

complex, using neural network software can be quite simple and the results are often 

quite extraordinary. Once you have collected several records of the data you wish to 

analyze, the network will run through them and "learn" how the inputs of each record 

may be related to the result. Each "record" might be a machine on an assembly line, or a 

particular stock, or the weather one day. 

If the record was a patient at a hospital, the record's inputs (such as: age, sex, body 

fat, allergies, blood pressure) and it's related output (such as: did the drug work in this 

case?) are both fed into the "neurons" of the network. The network then continually 

refines itself until it can produce an accurate response when given those particular 

inputs. After training on a few dozen cases, the network begins to organize itself, and 

refines its own architecture to fit the data, much like a human brain "learns" from 

example. If there is any overall pattern to the data, or some consistent relationship 

between the inputs and result of each record, the network should be able to eventually 

create internal mapping of weights that can accurately reproduce the expected output. 

Once you realize how powerful this type of "reverse engineering" technology can be, 

you begin to understand why neural networks were once regarded as the best-kept secret 

of large corporate, government, and academic researchers. 

Once only available to those with the training and the computing power, this 

advanced intelligence technique is now available to anyone using Microsoft Excel. 
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Neural networks still require a lot of processing power, but they are now quite simple 

to use, and thanks to today's faster generation of desktop computers, there are fewer 

reasons to stick with the traditional statistical methods each year. [ 4] 

1.3 What is a Neural Network? 

There are definitions of Neural Network 

Neural Network: is information processing paradigm that is inspired by the way 

biological nervous systems, such as the brain, process information. The key element of 

this paradigm is the novel structure of the information processing system. It is 

composed of a large number of highly interconnected processing elements (neurons) 

working in unison to solve specific problems. ANNs, like people, learn by example. An 

ANN is configured for a specific application, such as pattern recognition or data 

classification, through a learning process. Learning in biological systems involves 

adjustments to the synaptic connections that exist between the neurons. This is true of 

ANN s as well. 

Neural Network: is a system composed of many simple processing elements 

operating in parallel whose function is determined by network structure, connection 

strengths, and the processing performed at computing elements or nodes. 

Neural network: is a massively parallel-distributed processor that has a natural 

propensity for storing experiential knowledge and making it available for use. It 

resembles the brain in two respects. 

Neural networks: is a buzz word. Why? They are a very powerful tool in non-linear 

statistical analysis. As such they have found their way into many fields - control theory, 

natural language processing, image processing, process modeling - and are strongly 

supported by industry. 

Neural Networks: is a statistical analysis tool, that is, they let us build behavior 

models starting from a collection of examples ( defined by a series of numeric or textual 

«descriptive variables») of this behavior. The neural net, ignorant at the start, will, 

through a «learning» process, become a model of the dependencies between the 

descriptive variables and the behavior to be explained. 
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Neural Network: technology gives a computer system an amazing capacity to 

actually learn from input data. Artificial neural networks have provided solutions to 

problems normally requiring human observation and thought processes. 

Neural network: is powerful computational tools that can be used for classification, 

pattern recognition, empirical modeling and for many other tasks. Neural networks (or 

artificial neural networks - a longer but more correct definition) can be "trained" to 

provide the right output (binary, fuzzy, quantitative) if enough input-output patterns are 

available and if these patterns effectively describe the system that is to be modeled. 

Neural Network: is a system loosely modeled on the human brain. The field 

goes by many names, such as connectionism; parallel distributed processing, 

neuron-computing, natural intelligent systems, machine learning algorithms, and 

artificial neural networks. It is an attempt to simulate within specialized 

hardware or sophisticated software, the multiple layers of simple processing 

elements called neurons. 

Each neuron is linked to certain of its neighbors with varying coefficients of 

connectivity that represent the strengths of these connections. Learning is 

accomplished by adjusting these strengths to cause the overall network to output 

appropriate results. [13] 

1.4 Historical background of Neural Network 

Neural network simulations appear to be a recent development. However, this field 

was established before the advent of computers, and has survived at least one major 

setback and several eras. Many important advances have been boosted by the use of 

inexpensive computer emulations. 

Following an initial period of enthusiasm, the field survived a period of frustration 

and disrepute. During this period when funding and professional support was minimal, 

relatively few researchers made important advances. 
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These pioneers were able to develop convincing technology, which surpassed the 

limitations identified by Minsky and Papert. Minsky and Papert, published a book (in 

1969) in which they summed up a general feeling of frustration ( against neural 

networks) among researchers, and was thus accepted by most without further analysis. 

Currently, the neural network field enjoys a resurgence of interest and a corresponding 

increase in funding. 

The history of neural networks that was described above can be divided into several 

periods: 

1. First Attempts: There were some initial simulations using formal logic. 

McCulloch and Pitts (1943) developed models of neural networks based on their 

understanding of neurology. These models made several assumptions about how 

neurons worked. Their networks were based on simple neurons, which were 

considered to be binary devices with fixed thresholds. The results of their model 

were simple logic functions such as "a orb" and "a and b". Another attempt was 

by using computer simulations. Two groups (Farley and Clark, 1954; Rochester, 

Holland, Haibit and Duda, 1956). The first group (IBM researchers) maintained 

closed contact with neuroscientists at McGill University. So whenever their 

models did not work, they consulted the neuroscientists. This interaction 

established a multidisciplinary trend, which continues to the present day. 

2. Promising & Emerging Technology: Not only was neuroscience influential in 

the development of neural networks, but psychologists and engineers also 

contributed to the progress of neural network simulations. Rosenblatt (1958) 

stirred considerable interest and activity in the field when he designed and 

developed the Perceptron. The Perceptron had three layers with the middle layer 

known as the association layer. This system could learn to connect or associate a 

given input to a random output unit. Another system was the ADALINE 

(ADAptive Linear Element), which was developed in 1960 by Widrow and Hoff 

( of Stanford University). The ADALINE was an analogue electronic device 

made from simple components. The method used for learning was different to 

that of the Perceptron, it employed the Least-Mean-Squares (LMS) learning 

rule. 
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3. Period of Frustration & Disrepute: In 1969 Minsky and Papert wrote a book 

in which they generalized the limitations of single layer Perceptrons to 

multilayered systems. In the book they said: " ... our intuitive judgment that the 

extension (to multilayer systems) is sterile". The significant result of their book 

was to eliminate funding for research with neural network simulations. The 

conclusions supported the disenchantment of researchers in the field. As a result, 

' considerable prejudice against this field was activated. 

4. Innovation: Although public interest and available funding were minimal, 

several researchers continued working to develop neuromorphically based 

computational methods for problems such as pattern recognition. 

During this period several paradigms were generated which modem work 

continues to enhance. Grossberg's (Steve Grossberg and Gail Carpenter in 1988) 

influence founded a school of thought, which explores resonating algorithms. 

They developed the ART (Adaptive Resonance Theory) networks based on 

biologically plausible models. Anderson and Kohonen developed associative 

techniques independent of each other. 

Klopf (A. Henry Klopf) in 1972, developed a basis for learning in artificial 

neurons based on a biological principle for neuronal learning called heterostasis. 

Werbos (Paul Werbos 1974) developed and used the back-propagation learning 

method, however several years passed before this approach was popularized. Back 

propagation nets are probably the most well known and widely applied of the neural 

networks today. 

In essence, the back-propagation net. Is a Perceptron with multiple layers, a 

different threshold function in the artificial neuron, and a more robust and capable 

learning rule? Mari (A. Shun-Ichi 1967) was involved with theoretical 

developments: he published a paper, which established a mathematical theory for a 

learning basis ( error-correction method) dealing with adaptive pattern classification. 

While Fukushima (F. Kunihiko) developed a stepwise trained multilayered 

neural network for interpretation of handwritten characters. The original network 

was published in 1975 and was called the Cognitron. 




