INTRODUCTION

For any communication system received signal is different from transmitted signal due to various transmission impairments such as attenuation delay distortion, noise etc. For analog transmission these impairments degrade a signal quality introduce amplitude phase and delay distortion. For digital transmission the bit error rate is introduced.

Linear, nonlinear and additive distortion affect to the signal transmitted through channel. Linear distortions are intersymbol interferences, nonlinear and additive distortions are noises. Linear equalizers compensate linear channel distortion. Nonlinear equalizers can outperform the linear equalizers and compensate all three sources of channel distortion. 

Inter-symbol interference (ISI) is one of the practical problems in digital communications. ISI causes a given transmitted symbol to be distorted by other transmitted symbols. The ISI is imposed on the transmitted signal due to the band limiting effect of the practical channel and also due to the multi-path effects (echo) of the channel. One of the most commonly used techniques to counter the channel distortion (ISI) is linear equalizers. The equalizer is a linear filter that provides an approximate inverse of the channel response. Since it is common for the channel characteristics to be unknown or to change over time, the preferred embodiment of the equalizer is a structure that is adaptive in nature. Conventional equalization techniques employ a pre-assigned time slot (periodic for the time-varying situation) during which a training signal, known in advance by the receiver, is transmitted. In the receiver the equalizer coefficients are then changed or adapted by using some adaptive algorithm (e.g. LMS, RLS, etc.) so that the output of the equalizer closely matches the training sequence. However, inclusion of this training sequence with the transmitted information adds an overhead and thus reduces the throughput of the system.

To reduce the system overhead, adaptation schemes are preferred that do not require training, i.e., blind adaptation schemes. In blind equalization, instead of using the training sequence, one or more properties of the transmitted signal are used to estimate the inverse of the channel.

The problem with blind adaptation techniques is their poor convergence property compared to traditional techniques using training sequences. Generally a gradient descent based algorithm is used with the blind adaptation schemes. The most commonly used gradient descent based blind adaptation algorithm is the Constant Modulus Algorithm (CMA). CMA exploits the constant modularity of the transmitted signal for adapting the parameters of an equalizer. The counterpart of CMA is the Least Mean Square (LMS) algorithm that uses a training sequence for the adaptation process. Due to the knowledge of the transmitted sequence, the LMS algorithm, if convergent, will always converge to the global minimum. Moreover, for a particular delay in the overall system, the LMS cost function is quadratic and provides only a single global minimum in the cost surface.

Therefore, irrespective of the initialization, the LMS algorithm will converge to the global minimum. If the initialization is such that adaptation takes place in a major eigenspace only, the convergence is fast.

For CMA based schemes, where the receiver does not know the transmitted sequence, any sequence with a constant phase offset with the input sequence may be considered to be the right sequence at the receiver since the phase shift does not change the constant modularity property of a signal. Due to this reason, unlike the LMS cost surface, the Constant Modulus (CM) cost surface will have multiple minima. Each of the minima will correspond to a unique phase shift. For a length N equalizer, the number of minima of the

CM cost surface is N2; in other words, there are N2 different phase shifts for which there exist solutions in the CM sense. For most practical purposes, all of the N2 solutions are not equally acceptable. If the source sequence is a differentially encoded M-ary PSK signal, for any transmitted sequence, M different sequences will be acceptable at the receiver. Therefore, out of the N2 solutions only M will be acceptable and the minima corresponding to these acceptable solutions are called global minima. All other minima are called local minima, even though the cost at all minima is the same if the equalizer is not under-modeled. The initialization of the equalizer determines the minimum point on the cost surface whereto CMA will force the equalizer to converge. Therefore, depending on its initialization, an equalizer employing CMA may converge to a local or a global minimum. Another problem with the CMA algorithm is that the convergence rate is much slower than the convergence rate of any gradient descent algorithm using a training sequence.

The objectives of the work presented within this thesis are to develop an equalizer based on neural network for equalization of channel distortion. The developed method uses an adjoint equalizer based on neural network to equalize the effects of noise within the channel. The results are then compared to that of the Least Mean Square (LMS) algorithm.
This thesis is organized into four chapters. The first two chapters present a background information on the data transmission and types of noise in communication systems, and state of equalizer design for channel distortion. The third chapter presents artificial neural networks for channel equalization. The final chapter describes the developed equalizer based on neural network for equalization of channel distortion.
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