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ABSTRACT 

In this project we will see that the neural network behaves like a baby because it is 

learning from what we are teaching it such as the examples which are giving to it. Also we 

will show how a neural network can recognize the alphabet letters as we teach it. 
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Artificial Neural Networks 

1. ARTIFICIAL NEURAL NETWORKS 

1.1 Overview 

This chapter presents an overview of neural networks, its history, simple structure, 

biological analogy and the Back propagation algorithm. 

In both the Perceptron Algorithm and the Back propagation Producer, the correct output 

for the current input is required for learning. This type of learning is called supervised 

learning. Two other types of learning are essential in the evolution of biological 

intelligence: unsupervised learning and reinforcement learning. In unsupervised 

learning a system is only presented with a set of exemplars as inputs. The system is not 

given any external indication as to what the correct responses should be nor whether the 

generated responses are right or wrong. Statistical clustering methods, without 

knowledge of the number clusters, are examples of unsupervised learning. 

Reinforcement learning is somewhere between supervised learning, in which the 

system is provided with the desired output, and unsupervised learning, in which the 

system gets no feedback at all on how it is doing. In reinforcement learning the system 

receivers a feedback that tells the system whether its output response is right or wrong, 

but no information on what the right output should be is provided.[27] 

1.2 Neural Network Definition 

First of all, when we are talking about a neural network, we should more properly say 

"artificial neural network" (ANN) because that is what we mean most of the time. 

Biological neural networks are much more complicated than the mathematical models 

we use for ANNs, but it is customary to be lazy and drop the "A" or the "artificial". 

An Artificial Neural Network (ANN) is an information-processing paradigm that is 

inspired by the way biological nervous systems, such as the brain, process information. 

The key element of this paradigm is the novel structure of the information processing 

system. It is composed of a large number of highly interconnected processing elements 

(neurons) working in unison to solve specific problems. ANNs, like people, learn by 

example. An ANN is configured for a specific application, such as pattern recognition 

or data classification, through a learning process. Learning in biological systems 

1 



Artificial Neural Networks 

involves adjustments to the synaptic connections that exist between the neurons. This is 

true of ANNs as well. 

• Definition: 
A machine that is designed to model the way in which the brain preference a 

particular taste or function. The neural network is usually implemented using 

electronic components or simulated as software. 

• Simulated: 
A neural network is a massive, parallel-distributed processor made up of simple 

processing units, which has neural propensity for storing experiential knowledge 

and making it available for use. It resembles the brain in two respects: 

1. The network from its environment through a learning process acquires 

knowledge. 

2. Interneuron connection strength, known as synaptic weights, are used to 

store the acquired knowledge. 

• Simulated: 
A neural network is a system composed of many simple processing elements 

operating in parallel whose function is determined by network structure, 

connection strengths, and the processing performed at computing elements or 

nodes. 

• Simulated: 
A neural network is a massive, parallel-distributed processor that has a natural 

propensity for storing experiential knowledge and making it available for use. It 

resembles the brain in two respects: 

1. Knowledge is acquired by the network through a learning process. 

2. Interneuron connection strengths, known as synaptic weights are used to 

store the knowledge. 

2 



Artificial Neural Networks 

• Simulated: 

A neural network is a computational model that shares some of the properties of 

the brain. It consists of many simple units working in parallel with no central 

control; the connections between units have numeric weights that can be 

modified by the learning element. 

• Simulated: 

A new form of computing inspired by biological models, a mathematical model 

composed of a large number of processing elements organized into layers. 

:'A computing system made up of a number of simple ,highly interconnected 

elements, which processes information by its dynamic state response to external 

inputs" 

Neural networks go by many aliases. Although by no means synonyms the names listed 

in figure 1.1 below. 

• Parallel distributed processing models 
• Connectivist /connectionism models 
• Adaptive systems 
• Self-organizing systems 
• Neurocomputing 
• Neuromorphic systems 

Figure 1.1 Neural Network Aliases 

All refer to this new form of information processing; some of these terms again when 

we talk about implementations and models. In general though we will continue to use 

the words "neural networks" to mean the broad class of artificial neural systems. This 

appears to be the one most commonly used 
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Artificial Neural Networks 

1.3 History of Neural Networks 

1.3.1 Conception (1890-1949) 

Alan Turing was the first to use the brine as a computing paradigm, a way of looking at 

the world of computing. That was in 1936. In 1943, a Warren McCulloch, a 

neurophysiologist, and Walter Pitts, an eighteen-year old mathematician, wrote a paper 

about how neurons might work. They modeled a simple neural network with electrical 

circuits. John von Neumann used it in teaching the theory of computing machines. 

Researchers began to look to anatomy and physiology for clues about creating 

intelligent machines. 

Another important book was Donald Hebb's the Organization of Behavior (1949) [2], 

which highlights the connection between psychology and physiology, pointing out that 

a neural pathway is reinforced each time it is used. Hebb's "Leaming Rule", as it is 

sometime known, is still used and quoted today. 

1.3.2 Gestation (1950s) 

Improvements in hardware and software in the 1950s ushered in the age of computer 

simulation. It became possible to test theories about nervous system functions. Research 

expanded and neural network terminology came into its own. 

1.3.3 Birth (1956) 

The Dartmouth Summer Research Project on Artificial Intelligence (AI) in the summer 

of 1956 provided momentum for both the field of AI and neural computing. Putting 

together some of the best minds of the time unleashed a whole raft of new work. Some 

efforts took the "high-level" (AI) approach in trying to create computer programs that 

could be described as "intelligent" machine behavior; other directions used mechanisms 

modeled after "low-level" (neural network) processes of the brain to achieve 

"intelligence". [7] 
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1.3.4 Early Infancy (Late 1950s-1960s) 

The year following the Dartmouth Project, John von Neumann wrote material for his 

book The Computer and the Brain (Yale University Press, 1958). Here he makes such 

suggestions as imitating simple neuron function by using telegraph relays or vacuum. 

The Perceptron, a neural network model about which we will hear more later, built in 

hardware, is the oldest neural network and still has use today in various form for 

applications such as character recognition. 

In 1959, Bernard Widrow and Marcian Hoff (Stanford) developed models for 

ADALINE, then MADALINE (Multiple Adaptive Liner Elements). This was the first 

neural network applied to real-world problem-adaptive filers to eliminate echoes on 

phone lines. As we mentioned before, this application has been in commercial use for 

several decades. 

One of the major players in the neural network reach from to the 1960s to current time 

is Stephen Grossberg (Boston University). He has done considerable writing (much of it 

tedious) on his extensive physiological research to develop neural network models. His 

1967 network, Avalanche, uses a class of networks to perform activities such as 

continuous-speech recognition and teaching motor commands to robotic arms.[10] 

1.3.5 Excessive Hype 

Some people exaggerated the potential of neural networks. Biological comparisons were 

blown out of proportion in the October 1987 issue of the "Neural Network Review", 

newsletter editor Craig Will quoted Frank Rosenblatt from a 1958 issue of the "New 

Yorker". 

1.3.6 Stunted Growth (1969-1981) 

In 1969 in the midst of such outrageous claims, respected voices of critique were raised 

that brought a halt too much of the funding for neural network research. Many 

researchers turned their attention to AI, which looked more promising at the time. 

• Amari (1972) independently introduced the additive model of a neural and used 

it to study the dynamic behavior of randomly connected neuron like elements. 

• Wilson and Cowan (1972) derived coupled nonlinear differential equations for 

the dynamic of spatially localized populations containing both excitatory and 

inhibitory model neurons. 
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Artificial Neural Networks 

• Little and Shaw (1975) described a probabilistic of a neuron, either firing or not 

firing an action potential and used the model to develop a theory of short term 

memory. 

• Anderson Silverstein Ritz and Jones (1977) proposed the brain state in a box 

(BSB) model consisting of simple associative network coupled to nonlinear 

dynamics. [14] 

1.3. 7 Late Infancy (1982 -Presentj 

Important development in 1982 was the publication of Kohonen's paper on self­ 

organizing maps "Kohonen 1982", which used a one or two dimensional lattice 

structure. 

In 1983 ,Kirkpatrick, Gelatt, and Vecchi described a new procedure called simulated 

annealing, for solving combinatorial optimization problems. Simulated annealing is 

rooted in statistical mechanics. 

Jordan (1996) by used a mean-field theory a technique also in statistical mechanics. 

A paper by Bator, Sutton and Anderson on reinforcement learning was published in 

1983. Although, they were not the first to use reinforcement learning (Minsky 

considered it in his 1954 Ph.D. thesis for example). 

In 1984 Braitenberg's book, Vehicles: Experiments in Synthetic Psychology, was 

published. 

In 1986 the development of the back-propagation algorithm was reported by Rumelhart 

Hinton and Williams ( 1986). 

In 1988 Linsker described a new principle for self-organization in a perceptual network 

(Linsker, 1988a) Also in 1988, Broomhead and Lowe described a procedure for the 

design of layered feed-forward networks using radial basis functions (RBF) which 

provide an alter native to multiplayer perceptrons. 

In 1989 Mead's book, Analog VLSI and Neural Systems, was published. This book 

provides an unusual mix of concepts drawn from neurobiology and VLSI technology. 
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In the early 1990s, Vapnik and coworkers invented a computationally powerful class of 

supervised leaning networks called Support Vector Machines, for solving pattern 

recognition regression, and the density estimation problem. "Boser, Guyon and Vapnik, 

1992, Cortes and Vapnik, 1995; Vapnik, 1995,1998." 

In 1982 the time was rip for renewed interest in neural networks. Several events 

converged to make this a pivotal year. 

John Hopfield (Caltech) presented his neural network paper to the National Academy of 

Sciences. Abstract ideas became the focuse as he pulled together previous work on 

neural networks. 

But there were other threads pulling at the neural network picture as well. Also in 1982 

the U.S. - Japan Joint Conference on Cooperative Competitive Neural Network, was 

held in Kyoto Japan. 

In 1985 the American Institute of Physics began what has become an annual Neural 

Networks for computing meeting. This was the first of many more conference to come 

in 1987 the institute of Electrical and Electronic Engineers (IEEE). The first 

international conference on neural networks drew more than 1800 attendees and 19 

vendors (although there were few products yet to show). Later the same year, the 

International Neural Network Society (INNS), was formed under the leadership of 

Grossberg in the U.S., Kohonen in Finland, and Amari in Japan. 

AI though there were two competing conferences in 1988, the spirit of cooperation in 

this new technology has resulted in joint spontional Joint Conference on Neural 

Networks (IJCNN) held in Japan in 1989 which produce 430 papers, 63 of which 

focused on application development. January 1990 IJCNN in Washington, D.C. clouded 

an hour's concert of music generated by neural networks. The Neural Networks for 

Defense meeting, held in conjunction with the June 1989 IJCNN above, gathered more 

than 160 represntives of government defense and defense contractors giving 

presentations on neural network efforts. When the U.S. Department of Defense 

announced its 1990 Small Business Innovation Program 16 topics specifically targeted 

neural networks. An additional 13 topics mentioned the possibility of using neural 

network approaches. The year of 1989 was of unfolding application possibilities. On 
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September 27, 1989, the IEEE and the Learning Neural Networks Capabilities created 

applications for today and the Future. 

The ICNN in 1987 included attendees from computer science electrical engineering, 

physiology cognitive psychology, medicine and even a philosopher of two. In May of 

1988 the North Texas Commission Regional Technology Program convened a study 

group for the purpose of reviewing the opportunities for developing the field of 

computational neuroscience. Their report of October 1988 concluder that the present is 

a critical time to establish such a center. [ 1] 

Believing that a better scientific understanding of the brain and the subsequent 

application to computing technology could have significant impact. They assess their 

regional strength in electronics and biomedical science and their goals are both 

academic and economic. You can sense excitement and commitment in their plans. 

Hecht-Nielsen (1991) attributes a conspiratorial motive to Minsky and Papert. Namely, 

that the MIT AI Laboratory had just been set up and was focussing on LISP based AI, 

and needed to spike other consumers of grants. A good story, whatever the truth, and 

given extra spice by the coincidence that Minsky and Rosenblatt attended the same class 

in high-school. Moreover, any bitterness is probably justified because neural network 

researchers spent the best part of 20 years in the wilderness. 

Work did not stop however, and the current upsurge of interest began in 1986 with the 

famous PDP books which announced the invention of a viable training algorithm (back 

propagation) for multilayer networks (Rumelhart and McClelland, 1986). [23] 
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Table 1.1. Summarize the history of the development ofN.N. 

Table 1.1 Development ofN.N. 

Present Late 80s to now Interest explodes with conferences, articles, 

~ simulation, new companies, and 

government funded research. 

Late Infancy 1982 Hopfiled at National Academy of Sciences 

Stunted Growth 1969 Minsky & Papert's critique Perceptrons 

Early Infancy Late 50s, 60s Excessive Hype Research efforts expand 

Birth 1956 AI & Neural computing Fields launched 

Dartmouth Summer Research Project 

Gestation 1950s Age of computer simulation 

1949 Hebb, the Organization of Behavior 

1943 McCulloch & Pitts paper on neurons 

1936 Turing uses brain as computing paradigm 

Conception 1890 James, Psychology (Briefer Curse) 

1.4 Analogy to the Brain 
The human nervous system may be viewed as a three stage system, as depicted in the 

block diagram of the block diagram representation of the nervous system. 

Stimu - Respo._n !us ~ ~ ~ Receptors Neural Net Effectors ~ ~ 
~ ~ ~ ~ 

se 

Figure 1.2 Block Diagram of the Nervous System. 

(Arbib,1987) Central to the system is the brain, represented by the neural (nerve) 

network which continually receives information, perceives if, and makes appropriate 

decisions. Two sets of arrows are shown in the block diagram. Those pointing from left 
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to right indicate the forward transmission of information-bearing signals through the 

system. The receptors convert stimuli from the human body or the external environment 

into electrical impulses which convey information to the neural network (brain). The 

effectors convert electrical impulses by the neural network into discernible responses as 

system outputs. 

1.4.1 Natural Neuron 

A neuron is a nerve cell with all of its processes. Neurons are one of the mam 

distinctions of animals (plants do not have nerve cells). Between seven and one hundred 

different classes of neurons have been identified in humans. The wide variation is 

related to how restrictively a class is defined. We tend to think of them as being 

microscopic, but some neurons in your legs are as long three meters. The type of neuron 

found in the retina is shown in figure 1.3. 

Figure 1.3 Neuron Natural. [23] 

An example is a bipolar neuron. Its name implies that has two processes. The cell body 

contains the nucleus, and leading into the nucleus are one or more dendrites. These 

branching, tapering processes of the nerve cell, as a rule, conduct impulses toward the 

cell body. The axon is the nerve cell process that conducts the impulse type of neurons. 

This one gives us the functionality and vocabulary we need to make analogies. 

10 
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1.4.2 Artificial Neuron 

Our paper and pencil model starts by copying the simplest element the neuron call our 

artificial neuron a processing element or PE for short. The word node is also used for 

this simple building block, which is represented by circle in the figure 1.4 "a single 

mode or processing element PE or Artificial Neuron" 

Inputs 

I~ 

Outputs 2---- 

N 

Figure 1.4 Artificial Neuron 

The PE handles several basic functions: (1) Evaluates the input signals and determines 

the strength of each one, Calculates the total for the combined input signals and 

compare that total to some threshold level, and (3) Determines what the output should 

be. 

Input and Output: Just as there are many inputs (stimulation levels) to a neuron there 

should be many input signals to our PE. All of them should come into our PE 

simultaneously. In response a neuron either "fires" or "doesn't fire" depending on some 

threshold level. The PE will be allowed a single output signal just as is present in a 

biological neuron. There are many inputs and only one output. 

Weighting Factors: Each input will be given a relative weighting which will affect the 

impact of that input. In figure 1. 5, "a single mode or processing element PE or Artificial 

Neuron" with weighted inputs. 
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Inputs 

Outputs= Sum ofinputs*Weights 
------•'Note: Many inputs one output' 

Figure 1.5 Single Mode Artificial Neuron 

This is something like the varying synaptic strengths of the biological neurons. Some 

inputs are more important than others in the way that they combine to produce an 

impulse. 

1.5 Model of a Neuron 

The neuron is the basic processor in neural networks. Each neuron has one output, 

which generally related to the state of the neuron -its activation, which may fan out to 

several other neurons. Each neuron receives several inputs over these connections, 

called synapses. The inputs are the activations of the neuron. This is computed by 

applying a threshold function to this product. An abstract model of the neuron is shown 

in figure 1.6. 

Incoming Activation 

L I e 
adder I thmhald\ Outgoing 

function activation 
activation 

functin 

Figure 1.6 Diagram of Abstract Neuron Model. [23] 
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