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ABSTRACT

To make accurate decision and improve the efficiency of the complicated system one of the

effective way is predicting future behavior of these systems and making adequate control

strategy. It gives us chance to make effective planning and managing of the process. For

this reason forecasting plays a major role in most of our activities for the future.

The present work gives consideration of the Forecasting models and Time Series Analysis.

Analysis of forecasting models and the use of those models in different industrial and non

industrial areas are considered. As an example of the application of forecasting models to

World Petroleum Production, Computer Engineering Department students number, and

Network Traffic is considered. The simulation of these models has been done. Simulation

results demonstrate that one of effective methodology for forecasting of future is time

series analysis. The analysis and development of the time series models are considered.

Using time series analysis the ARJMA models are developed for forecasting world

petroleum production for year monthly, number of students for 2004-2005 academic year,

and Network Traffic for a week. The simulations of ARIMA model for these problems

have been done. By the comparison the results of forecasting by using ARIMA model with

results of other models, demonstrate that first one gives more accurate results. The model

can make reasonable predictions for one or more years to the future, suggesting that

AR.IMA modeling has great promise as a tool for short or long-range forecasting and

planning.
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INTRODUCTION

Forecasting plays major roles in most of our activities and in all we do concerning the

future. It is a branch of the anticipatory sciences used for identifying and projecting

alternative possible futures. It is a conduit leading to plans for the development of "better"

futures. Forecasted visions of possible futures open our freedom of choice over which

future to encourage or discourage. In our fast-paced, rapidly changing world, the futures

that we will experience will tend to be vastly different from our present reality in a growing

number of ways. Furthermore, because of constant development of new knowledge and

advances in the scientific (and ensuing technological advances), sociological, political,

economic, and business areas, our global society has an ever increasing ability to shape (for

better or worse) the futures we will eventually achieve.

As a result, society and each institution in it finds that more knowledge about possible

futures and the consequences of today's decisions and actions is required. Thus, it is

increasingly imperative that we have better forecasting tools and that we apply them in

responsible ways. It is more and more important to forecast, ahead of time, with longer lead

times, the possible futures implied by the changes produced by this new knowledge

generation. To these ends, forecasting has become an essential tool for all participants in

society to use in their attempts to decide, plan, design, steer, manage, implement, and

control change by identifying preferable futures with forecasts.

In general terms, a forecast is simply a statement, based upon some criteria, concerning the

future condition of something. A major'purpose of forecasting is to give us choice over

which future, either the trend path we are on, or an alternative, to plan, design, create, and

to back with our resources.

Forecasting aids in identifying which futures to bring into fruition (the preferable) and
'

which to forestall, or attempt to eliminate (the undesirables). Furthermore, forecasts are

useful in assisting our intuitions about our plans, outlooks, investments, and so on,

whenever we would like to have a better idea of the possible or most probable outcome.
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Information from forecasts relative to:

• identifying:

> possible futures

> probable futures

> preferable futures

• providing a basis for understanding the process and dynamics of change;

• providing notions of where change may take us into the future;

• providing a systematic methodology, based upon a set of supportive

assumptions, for the discovery of possible futures.

Since we know that individuals and society in general have the means and knowledge to

shape major elements of our future, to grow new opportunities as well to set in motion

means for avoiding or lessening the impact of negative future threats, forecasting again

becomes an increasingly important tool for all of us to understand and use.

Forecasting has many applications, some of which are to:

• identify the trend path we are traveling into the future;

• identify alternative possible futures (alternatives to the trends);

• provide views of possible futures;

• raise awareness of possible futures so that we have choice over which future

we support;

• generate "future histories" that we can study to determine our role in shaping

them before they become a reality; "

• provide information about possible futures so that realistic planning can occur;

~ provide information on possible futures to aid decision-making and planning;

• justify the decisions and plans we make;

• discover possible breakthroughs;

• discover possible life, societal, scientific, political, social, technological, and

institutional future turning points or paradigm shifts;

• track evolving change and advances;
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• provide managers with information for choosing their organization's vision, mission,

purpose, goals, objectives, strategies, plans, and tactics;

• provide information on possible futures for assessment relative to their

possible future impacts and consequences.

One of important problem in complex systems such as technical, economical systems is to

increase the efficiency of used control systems for these systems. Forecasting plays an

important role in increasing the efficiency of the technological and economical systems. It

is acquired by the predicting the future conditions of these system and making appropriate

control decision.

Forecasting is a highly "noisy" application, because we are typically dealing with systems

that receive thousands of inputs, which interact in a complex nonlinear fashion. Usually

with a very small subset of inputs or measurements available from the system, the system

behavior is to be estimated and extrapolated into the future.

The aim of this thesis is the analysis of forecasting models and application of time series

analysis for solving forecasting of economical and technical problems. The use of

forecasting methods to three different problems is represented. These are forecasting world

petroleum production, number of registered students in Engineering Department and

network traffic forecasting.

Thesis consists of introduction, five chapters, conclusion and appendix.

Introduction represents the actuality of the problem studied and the brief description of each

chapter.

Chapter one gives the review of the usage of forecasting models for different problems.

Chapter two introduces the description of various forecasting models and calculation of

forecast accuracy. The formulation and explanation of moving average, regression models,

exponential smoothing and time series forecasting models are described.
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In chapter three Box-Jenkins analysis .and forecasting procedure have been represented.

Auto Regressive Integrated Moving Average model, introduced by Box and Jenkins is

described. There is explanation of structure and three primer stages in building a Box

Jenkins time series model. The different structure time-series models and their application

have been analyzed.

Chapter four is the application of forecasting methods to two problems, world petroleum

production and number of registered students of Engineering Department in University.

For this purpose program, which was developed in Delphi has been used. The results and

comparison of different forecasting methods were given.

Chapter five is devoted to the development network traffic forecasting by using time series

analysis. The Autoregressive Integrated Moving Average model is used for forecasting of

Network traffic. For analysis of the data and modeling of this process S plus package was

applied. To make forecasting the program written in Delphi programming has been

developed. The developed program allows to forecast the workload in network traffic and to

plan capacity requirements of the network. One ARIMA model was chosen, and was used

for forecasting.

In conclusion the obtained important results from the thesis are given

Appendix includes the tables with statistical data, listing of Delphi program and guide to

program.
"
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CHAPTER I

THE USAGE OF MATHEMATICAL MODELS FOR SOLVING

INDUSTRIAL PROBLEMS

1.1. Overview

Administrators in all organizations make plans to cope with future changes. The planning

means to make decisions in advance about the future course of action. Obviously, then,

planning and decision making are based on forecasts or expectations of what the future

holds. Several applications of forecasting will be considered in this chapter, like a weather

forecasting and business forecasting.

1.2. Forecasting Process

Forecasting process includes the following

a. Collect appropriate data

b. Examine data patterns

c. Choose a forecasting method (model)

d. Apply the model to past periods (ex post)

e. Examine the accuracy of model by examining ex post en-ors

f. If adequate (errors random and sufficiently small) use the model to forecast the

future

g. Periodically check the accuracy of forecasts with actual experience

1.3. Forecasting in Engineering

On the base of statistical data the models for forecasting industrial and non industrial

process has been created. In the world there are many works for solving forecasting

problems in different fields, like a engineering, industrial, business, management.
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In [5] there is introduced a methodology to predict when and where link additions/upgrades

have to take place in an JP backbone network. Using SNMP statistics, collected

continuously since 1999, aggregate demand is computed between any two adjacent PoPs

and look at its evolution at time scales larger than one hour. It is shown that JP backbone

traffic exhibits visible long term trends, strong periodicities, and variability at multiple time

scales. This methodology relies on the wavelet multiresolution analysis and linear time

senes models. Using wavelet multiresolution analysis, we smooth the collected

measurements until we identify the overall long-term trend. The fluctuations around the

obtained trend are further analyzed at multiple time scales. There shown that the largest

amount of variability in the original signal is due to its fluctuations at the 12 hour time

scale. We model inter-PoP aggregate demand as a multiple linear regression model,

consisting of the two identified components. It is shown that this model accounts for 98%

of the total energy in the original signal, while explaining 90% of its variance. Weekly

approximations of those components can be accurately modeled with low-order

AutoRegressive Integrated Moving Average (ARIMA) models. Forecasting the long term

trend and the fluctuations of the traffic at the 12 hour time scale yields accurate estimates

for at least six months in the future.

In [6) non-linear threshold autoregressive models are examined for use in modeling the

temporal variation in the byte-rate in Ethernet traffic. The model is comprised of a number

of autoregressive processes each of which is to be used in a specified range of amplitude of

the byte-rate. The local dynamics within each threshold range are captured by an

autoregressive process. The switching between each submode! is conditioned on the

amplitude of a lagged value of the time-series. To develop the model the Bellcore Ethernet
l<

LAN data is used. It is shown that non-linear threshold autoregressive processes can be

used to capture the dynamics of Ethernet LAN traffic. This model also provides for both

short and long term prediction capability and allows us to quantitatively identify the

sources of long-range-dependence features in the traffic. When the aggregate traffic is

partitioned into classes based on packet sizes, certain classes of traffic follow deterministic

cyclical patterns. These periodic components arise from the process switching between

different amplitude regimes. Superposed on this fundamental period are longer cycles that
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can be localized either below or above the mean byte-rate. By constructing amplitude

thresholds associated with a finite set of delay parameters, the dynamics within each

threshold are captured by locally linear autoregressive processes. The aggregate process is

globally nonlinear. This model is shown to provide good agreement with the marginal

distributions and the correlation functions derived from the Ethernet traffic data. In

addition, simulation experiments demonstrate that the loss statistics observed in finite

buffer queues agree favorably with those generated by the measurements.

1.4. Business forecasting

Business organizations, public organizations, and individuals thus have the common goal of

allocating available time among competing resources in some optimal manner. This goal is

accomplished by making forecast of future activities and taking the proper actions as

suggested by these forecast.

In business and public administration the organization with both short-term and long-term

forecasts. The short-term forecast usually looks no more than one year into the future and

involves forecasting sales, price changes, and customer demand, which, in tum, reflect the

need for seasonal employment, short-term forecast usually looks from 2 to 1 O years into the

future and is used as planning model for product line and capital investment decisions, as

indicated by changing demand patterns.

Naturally, the further a forecast is projected into the future, the more speculative it becomes.

But since the future is always uncertain, we cannot expect complete accuracy any forecast.
lo

The time series underlying the process to be forecast is bound to be influenced by many

causal factors- some forcing the time series up while conflicting factors act to force the

series down. Nevertheless, business people must make forecasts of future business activity

in order to budget their time and resources efficiently. They cannot hope to account for

every possible factor that may cause the response of interest to rise or fall over time. All

that can be expected is that the benefits gained by forecasting offset the opportunity cost for

not forecasting. Note that such benefits are not limited to real monetary savings but may
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imply a sharpening of the businessperson' s thinking to consider the interplay of the events

that affect the movement of the time series.

1.5. Weather forecasting

How often do you watch the weather on TV or listen on the radio for the weather

forecast? The weather affects everything from afternoon swim practice to attacks on

enemy forces during wars.

Weather forecasting used to be thought of as witchcraft. Today, we rely on weather

forecasters to help us plan our days and prepare for life-threatening conditions.

1.5.1. Forecasting methods

a. Persistence Method (today equals tomorrow):
There are several different methods that can be used to create a forecast. The method a

forecaster chooses depends upon the experience of the forecaster, the amount of

information available to the forecaster, the level of difficulty that the forecast situation

presents, and the degree of accuracy or confidence needed in the forecast.

The first of these methods is the Persistence Method; the simplest way of producing a

forecast. The persistence method assumes that the conditions at the time of the forecast will

not change. For example, if it is sunny and 87 degrees today, the persistence method

predicts that it will be sunny and 87 degrees tomorrow. If two inches of rain fell today, the

persistence method would predict two inches of rain for tomorrow.

The persistence method works well when weather patterns change very little and features

on the weather maps move very slowly. It also works well, where summertime weather

conditions vary little from day to day. However, if weather conditions change significantly

from day to day, the persistence method usually breaks down and it is not the best

forecasting method to use.
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It may also appear that the persistence method would work only for shorter-term forecasts

(e.g. a forecast for a day or two), but actually one of the most useful roles of the persistence

forecast is predicting long range weather conditions or making climate forecasts. For

example, it is often the case that one hot and dry month will be followed by another hot and

dry month. So, making persistence forecasts for monthly and seasonal weather conditions

can have some skill. Some of the other forecasting methods, such as numerical weather

prediction, lose all their skill for forecasts longer than 1 O days. This makes persistence a

"hard to beat" method for forecasting longer time periods.

b. Trends Method (using mathematics)

The trends method involves determining the speed and direction of movement for fronts,

high and low pressure centers, and areas of clouds and precipitation. Using this

information, the forecaster can predict where he or she expects those features to be at some

future time. For example, if a storm system is 1000 miles west of your location and moving

to the east at 250 miles per day, using the trends method you would predict it to arrive in

your area in 4 days.

Mathematics

(I 000 miles I 2 50 miles per day = 4 days)

Using the trends method to forecast only a few hours into the future is known as

"Nowcasting" and this method is frequently used to forecast precipitation. For example, if a

line of thunderstorms is located 60 miles to your northwest and moving southeast at 30

miles per hour, you would predict the storms to arrive in your ama in 2 hours.

The trends method works well when systems continue to move at the same speed in the

same direction for a long period of time. If they slow down, speed up, change intensity, or

change direction, the trends forecast will probably not work as well.




