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Abstract 

The TCP/IP protocol suite has become the facto standard for computer 

communications in today's networked world. The ubiquitous implementation of a specific 

networking standard has led to an incredible dependence on the applications enabled by it. 

Today, we use the TCP/IP protocols and the Internet not only for entertainment and 

information, but to conduct our business by performing transactions, buying and selling 

products, and delivering services to customers. We are continually extending the set of 

applications that leverage TCP/IP, thereby driving the need for further infrastructural 

support, 

In TCP/IP Tutorial and Technical Overview, we take an in-depth look into the 

TCP/IP protocol suite. We introduce TCP/IP, providing a basic understanding of the 

underlying concepts essential to the protocols 
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· INTRODUCTION 

In first chapter, we will see the TCP/IP layered architectures, a history of TCP/IP and 

the Internet, the structure of the Internet, Internet and IP addresses. Also, We will see How 

the troubles can be solved in TCP/IP.Using these concepts, we will then move on to look at 

the TCP/IP family of protocols in more detail. 

The next chapter begins with the Internet Protocol (IP), showing how it is used and the 

format of its header information. The rest of the chapter covers gateway information 

necessary to piece together the rest of the protocols. We will start an in-depth look at the 

TCP/IP protocol family with the Internet Protocol. We will cover what IP is and how it does 

its task of passing datagrams between machines. The construction of the IP datagram and the 

format of the IP header will be shown in detail. The construction of the IP header is important 

to many TCP/IP family protocol members. We will also look at the Internet Control Message 

Protocol (ICMP), an important aspect of the TCP/IP system. 

We will also look at the related User Datagram Protocol (UDP). TCP and UDP form 

the basis for all TCP/IP protocols. Here we will look at TCP in reasonable detail. Combined 

with the information in the last two chapters, we will now have the theory and background 

necessary to better understand TCP/IP utilities, such as Telnet and FTP, as well as other 

protocols that use or closely resemble TCP/IP, such as SMTP and TFTP 

~ 
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Chapter 1 TCP /IP Protocol 

1.1 TCP/IP Introduction 

In the mid-1970s, the Defense Advanced Research Projects Agency (DARPA) became 

interested in establishing a packet-switched network to provide communications between 

research institutions in the United States. DARPA and other government organizations 

understood the potential of packet-switched technology and were just beginning to face the 

problem that virtually all companies with networks now have--communication between 

dissimilar computer systems. 

With the goal of heterogeneous connectivity in mind, DARPA funded research by Stanford 

University and Bolt, Beranek, and Newman (BBN) to create a series of communication 

protocols. The result of this development effort, completed in the late 1970s, was the Internet 

Protocol suite, of which the Transmission Control Protocol (TCP) and the Internet Protocol 

(IP) are the two best-known protocols. 

The most widespread implementation of TCP/IP is 1Pv4 (or IP version 4). In 1995, a new 

standard, RFC 1883-which addressed some of the problems with IPv4, including address 

space limitations-was proposed. This new version is called 1Pv6. Although a lot of work has 

gone into developing 1Pv6, n~\.dde-scale deployment has occurred; because of this, IPv6 has 

been excluded from this text. 

1.1.1 Internet Protocols 

Internet protocols can be used to communicate across any set of interconnected networks. 

They are equally well suited for local-area network (LAN) and wide-area network (WAN) 

communications. The Internet suite includes not only lower-layer specifications (such as TCP 

and IP), but also specifications for such common applications as e-mail, terminal emulation, 

and file transfer. Figure 7-1 shows some of the most important Internet protocols and their 

relationships to the OSI reference model. 
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As an interesting side note, the seven-layer model actually came about after TCP/IP. DARPA 

used a four-layer model instead, which the OSI later expanded to seven layers. This is why 

TCP /IP doesn't generally fit all that well into the seven-layer OSI model. 

Figure 7-1: The Internet Protocol Suite and the OSI Reference Model 
nst 1~[1j;f;Jfl(!,; rnC',i!'¢1 

7 I f!wbl.km.., 
' I FTP. TilfnBI, 

SMTP, St>lMP 

4 L.Nt1twort:. · 

2 ! 1)9111 lif!it: 

~~IP~ 
---MfP, R,AAP' 

Creation and documentation of the Internet Protocol suite closely resemble an academic 

research project. The protocols are specified and refined in documents called Requests For 

Comments (RFCs), which are published, reviewed, and analyzed by the Internet community. 

Taken together, the RFCs provide a colorful history of the people, companies, and trends that 

have shaped the development of what is today the world's most popular open-system protocol 

suite. \ 
1.1.2 The Network Layer 

IP is the primary Layer 3 protocol in the TCP/IP suite. IP provides the logical addressing that 

enables communication across diverse networks. IP also provides fragmentation and 

reassembly of datagrams and error reporting. Along with TCP, IP represents the heart of the 

Internet Protocol suite. The IP packet format is shown in Figure 7-2. 
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Figure 7-2: The IP Packet Format 
---------~ t)rl!I---------- 
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The fields of the IP packet are as follows: 

• Version-Indicates the version ofthis IP datagram. 

• IP Header Length (IHL)-Indicates the datagram header length in 32-bit words. 

• Type-of-Service=-Specifies how a particular upper-layer protocol would like the 

current datagram to be handled. Datagrams can be assigned various levels of 

importance using this field. 

Today this field is used pr~rily to provide quality of service (QoS) capabilities to 

TCP/IP for applications requiring predictable bandwidth or delay. RFC 2474 describes 

a method by which the TOS field is replaced by a DS field that is used to provide 

differentiated services (DiflServ) on networks. This field is split into two parts. The 

first 6 bits are used for the DSCP codepoint, which is used to differentiate traffic. The 

last 2 bits, or CU, are ignored by DiflServ-compliant nodes. 

• Total Length=-Specifies the length of the entire IP packet, including data and header, 

in bytes. 

• Identification-Consists of an integer identifying this datagram. This field is used to 

help piece together datagram fragments. 
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• Flags-Consists of3 bits, of which the low-order 2 bits control fragmentation. One bit 

specifies whether the packet can be fragmented; the second bit specifies whether the 

packet is the last fragment in a series of fragmented packets. 

• Time-to-Live-Maintains a counter that gradually decrements down to zero, at which 

point the datagram is discarded. This keeps packets from looping endlessly. 

• Protocol-Indicates which upper-layer protocol receives incoming packets after IP 

processing is complete. 

• Header Checksum-Helps ensure IP header integrity. 

• Source Address-Specifies the sending node. 

• Destination Address-Specifies the receiving node. 

• Options-Allows IP to support various options, such as security. 

• Data-Contains upper-layer information. 

1.1.3 Addressing 

As with all network layer protocols, the addressing scheme is integral to the process of 

routing IP datagrams through.an internetwork. An IP address is 32 bits in length, divided into 

either two or three parts. The 1trrst part designates the network address, the second part (if 

present) designates the subnet address, and the final part designates the host address. Subnet 

addresses are present only if the network administrator has decided that the network should be 

divided into subnetworks. The lengths of the network, subnet, and host fields are all variable. 

Today's Internet does not segment addresses along classful bounds-it is almost entirely 

classless. The separation between networks and subnets has been effectively eliminated. The 

requirement to understand network classes and the difference between a network and a subnet 

remains solely because of configuration and behavioral issues with network devices. 

IP addressing supports five different network classes, and the high-order-far-left-bits 

indicate the network class: 
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• Class A networks provide 8 bits for the Network Address field. The high-order bit (at 

far left) is 0. 

• Class B networks allocate 16 bits for the Network Address field and 16 bits for the 

Host Address field. This address class offers a good compromise between network and 

host address space. The first 2 high-order bits are 10. 

• Class C networks allocate 24 bits for the Network Address field. Class C networks 

provide only 8 bits for the Host field, however, so the number of hosts per network 

may be a limiting factor. The first 3 high-order bits are 110. 

• Class D addresses are reserved for multicast groups, as described formally in RFC 

1112. The first 4 high-order bits are 1110. 

• Class E addresses are also defined by IP but are reserved for future use. The first 4 

high-order bits are 1111. 

IP addresses are written in dotted decimal format (for example, 34.10.2.1). Figure 7-3 shows 

the address formats for Class A, B, and C IP networks. 

Figure 7-3: Class A, B, and C Address Formats 

:laoA l~I L J L_ J ~-: . : fllo!'t.<-<i< - 11""1 l 
•!•l•I I : I : I :J -...--- ------.------ 

N ~- • -I 
j\ffi~mk ~ -I 

IP networks can also be divided into smaller units called subnets. Subnets provide extra 

flexibility for network administrators. For example, assume that a network has been assigned 

Class B address, and all the nodes on the network currently conform to a Class B address 

rmat. Then assume that the dotted decimal representation of this network's address is 

2.16.0.0 (all zeros in the Host field of an address specifies the entire network). Rather than 

hange all the addresses to some other basic network number, the administrator can subdivide 

network using subnetting. This is done by borrowing bits from the host portion of the 

ss and using them as a subnet field, as shown in Figure 7-4. 
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Figure 7-4: Subnet Addresses 

~8 rn__ ::r - : ]_ 1 ~ ,,__~,,,,.;&--\ 
i·k,m 

If a network administrator has chosen to use 8 bits of subnetting, the third octet of a Class B 

IP address provides the subnet number. For example, address 172.16.1.0 refers to network 

172.16, subnet 1; address 172.16.2.0 refers to network 172.16, subnet 2; and so on. In today's 

world, the difference between subnet bits and the natural mask has become blurred, and you 

will often see only a prefix length that specifies the length of the entire mask (natural mask 

plus subnet bits). It is still important to understand the difference between the natural network 

mask, which is determined by the network class, and the subnet mask, because routers 

sometimes make assumptions based on the natural mask of an address. For example, the 

natural mask of 10.1.1.1/24 is 8 bits because this is a class A network, even though the subnet 

mask is 24 bits. 

Subnet masks can be expressed in two forms: prefix length (as in /24), or dotted-decimal 

notation (As in 255.255.255.0). Both forms mean exactly the same thing and can easily be 

converted to the other. 1 
On some media (such as IEEE 802 LANs), the correlation between media addresses and IP 

addresses is dynamically discovered through the use of two other members of the Internet 

Protocol suite: the Address Resolution Protocol (ARP) and the Reverse Address Resolution 

Protocol (RARP). ARP uses broadcast messages to determine the hardware Media Access 

Control (MAC)-layer address corresponding to a particular IP address. ARP is sufficiently 

generic to allow use ofIP with virtually any type of underlying media-access mechanism. 

RARP uses broadcast messages to determine the Internet address associated with a particular 

hardware address. RARP is particularly important to diskless nodes, which may not know 

ir IP address when they boot. 
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1.1.4 Internet Routing 

Routing devices in the Internet have traditionally been called gateways-an unfortunate term 

because elsewhere in the industry, the term gateway applies to a device with somewhat 

different functionality. Gateways (which we will call routers from this point on) within the 

Internet are organized hierarchically. 

Dynamic routing protocols, such as RIP and OSPF, provide a means by which routers can 

communicate and share information about routes that they have learned or are connected to. 

This contrasts with static routing, in which routes are established by the network administrator 

and do not change unless they are manually altered. An IP routing table consists of destination 

address/next-hop pairs. A sample entry, shown in Figure 7-5, is interpreted as meaning, "To 

get to network 34.1.0.0 (subnet 1 on network 34), the next stop is the node at address 

~ 4.34.23.12." 

Figure 7-5: An Example of an IP Routing Table 
t>e,;1lnoall'o11 NllXt 
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IP routing specifies that IP datagrams travel through internetworks one hop at a time; the 

entire route is not known at the outset of the journey. Instead, at each stop, the next 

destination is calculated by matching the destination address within the datagram with an ____,,_ 
entry in the current node's routing table. Each node's involvement in the routing process 

:onsists only of forwarding packets based on internal information, regardless of whether the 

packets get to their final destination. In other words, IP does not provide for error reporting 

back to the source when routing anomalies occur. This task is left to other Internet protocols, 

has the Internet Control Message Protocol (ICMP) and TCP protocol. 

8 




