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Abstract 
Integrated Service Internet running real-time and multimedia applications is rapidly becoming a 

reality. Meanwhile, ATM technology is appearing in the marketplace. It is an important 

problem to integrate ATM networks into this Integrated Service Internet. One of the 

approaches, classical W over ATM, is now widely deployed, effectively solving the problem 
of intemetworldng and interoperability. A key remaining issue is to provide the QoS 

guarantees for Internet traffic running through A 1M subnets. This thesis describes a priority 

scheme; named User Priority, for providing IP integrated Service with quality-of-service 

over ATM switched virtual circuits (SVCs) to get better performance ofpackerdelivery. 

Define the User Priori~field as a three-bit field which uses Type of Service (TOS) field in 
the IP datagram header. This yields 8 different service classes with value 7=highest priority and 

O=:lowest priority. Class 6 and Class 7 services are for real-time traffics and have their own VCs. 

Packets with Class O through 5 are sent on aggregate VC. This method .allows packets to be 

treated differently according to their priorities such that they can take advantage of the various 

QoS guarantees provided by ATM networks. This method is backward compatible with 

existing IP implementation. These newer options need only be implemented on the 
end systems that want to takeadvantage of them. 

Keywords; IP over ATM, LAN Emulation, Resource Reservation, OoS (Quality of Service). 
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Chapter I: Introduction 
1. Introduction 
Asynchronous Transfer Mode, commonly known as the acronym of A TM, is the mostly 

widely studied and implemented form of cell networking. A TM began as a technology 

designed specifically to address the needs of the international telecommunications carrier 

community. It has evolved over the past few years and various protocols and interfaces are 

defined in a set of standards created by the international Telecommunications Union (ITU) . 

. -Ihis gives network designers a solid base on which to build ATivi networks. A'TM is the 

designed to provide subscriber communications services over a wide ra.'lge of bit rates from a 

few megabits to several gigabits. The current A TM standards are designed to allow 

subscribers access to the teiephone networks at speeds of up to 622 megabits/s and it is 

expected that eventually, gigabit speeds will also be supported, as the underlying A TM 

transmission system is clearly capable of gigabit speeds. 

To make it suitable for use hi LANs as well as W ANs, the A TM Forum, an international 

non-profit organization, continues to add functionalities to the ITU's work. The result is a 

networking scheme that lets users integrate their telecommunications and data networks. 

A TM technology provides a way of linking a wide range of devices from telephones to 
" computers using one seamless network. It removes the distinction between local area and 

wide area networks, integrating them into one network, hi the local environment, such as an 

office or department, ATM can be used to replace or augment LAN technologies such as 

Ethernet, Token Ring, or FDDL hi the wide area environment, ATM can be used as an 

alternative to frame relay, X.25, or statistical multiplexers. 

It is clear that Asynchronous Transfer Mode (A TM) technology will play a central role in 

the evolution of current workgroup, campus and enterprise networks. ATM provides some 

important advantages over existing LAN and WAN technoiogies, such as the flexibiiity of 

cl":>l<:>hlP bandwidth arr! guarantees of Quality of ~P ••.• ,;,..p rr,,....~\ 'ThPSP advantages can ~.1U.Vl\,,," lJ .l.lU. VY .L L.lJ.. .1.U. U.U. J.J.L . J. U'-'l. Y L\,..,.._, \ ',{VI.J /• .LU._.._, V (.A.U. V .I. 

facilitate new classes of applications such as multimedia. 
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The major selling point of A TM is that it is the first technology that can deliver different types 

of traffic, such as voice, video and data, over a single digital transport mechanism. A Th! can 

also handle scalable amounts of bandwidth, as a result of its switching architecture, which can 

support multimedia applications and network growth for years to come. Especially as the 

Internet Integrated Service (DS) is becoming important, A'I'M will play a11 important role as 

a backbone network technology for Internet. 

However, in the very competitive market, A TM can not be the sole technology used. It is 

going to cooperate with existing network technologies in Internet environment. The 

combined networks are hoped to provide the guarantees of QoS, which is required by 

network users and for the performance of Internet. These benefits, however, come at a price. 

Contrary to common misconceptions, A TM is a very complex technology, perhaps the 

most complex ever developed by the networking industry. While the structure of A TM cells 

and cell switching do facilitate the development of hardwired and high performance A TM 

switches, the deploymdnt of A TM networks requires an infrastructure which consists of 

layers of highly complex protocols and softwares. This infrastructure will allow individual 

A TM switches to be linked into a network, and such networks can internet work with the vast 

installed base of existing local and wide area networks. 

ATM network is a popular topic in the field of computer communications recently. To 

harmonize this new technology with the existing Internet, some schemes for managing the 
'i'.i 

transmission of IP datagrams over ATM networks are required. These schemes ideally will 

preserve the advantages of A TM and effectively bridge the gaps between the legacy IP 

datagrams networks (connectionless) and high speed A TM networks ( connection-oriented). 

Using IP and ATM together presents some interesting challenges because they differ in 

fundamental ways, from their respective models of data forwarding ( connectionless vs. 

connection-oriented) to support for the preferential treatment of packets (no support vs. the 

potential for support guarantees). This paper will introduce some strategies and propose a 

priority scheme to support QoS for IP datagrams carried over the interconnected A TM and 

TCP/IP networks. 

3 
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The implications of various IP-over-A TM strategies on network performance, particularly the 

aspects relating to quality of service, virtual circuit multiplexing, and virtual circuit 

management are also addressed. 

In Section 2, the backgrounds and motivations for this work will be introduced. Some related 

works are illustrated in Section 3, and the protocol design principles are shown in Section 

4. In Section 5, the protocol operations for using the A TM virtual circuits with guarantee of 

performance to carry IP datagrams are shown. Last, conclusions and further studies are stated. 

4 
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Chapter II: Background and Motivation 
Asynchronous Transfer Mode (A TM) is a new network technology which is designed for 

broadband "integrated services" networks. These networks are capable of carrying 

multimedia data as well as conventional computer data traffic. A TM is one kind of 

connection-oriented protocol and adopts small, fixed-sized packets called cells to carry data 

through a switching network. 111e protocols used for packaging various kinds of data are 

called AJM Adaptation Layers (AALs). They fragment larger, variable-sized packets into 

multiple cells for transmission in the A TM network. At destination, these cells will be 

reassembled into the packets. With the appropriate scheduling disciplines in the network 

switches and the signaling software, A TM networks will be able to deal with real-time traffic 

and provide some guarantees of performance, such as bounds on bandwidth, delay, and 

packet loss. These performance guarantees are necessary for many network applications. 

Especially in recent years, several new classes of distributed applications, which require 

performance guarantees, have been developed. For example, remote video, multimedia 

conferencing, virtual reality and long-distance learning. It is becoming clear that the 

Internet's primitive service model is inadequate for these new applications. This 

inadequacy stems from the Internet's point-to-point best effort service model, which is unable 

to address two application requirements, bandwidth and delay guarantees at transmission time, 

As the switching technology progresses, ATM is gaining popularity. However, it is uncertain 

whether ATM will be ubiquitous or dominant. The main reason is the fast Ethernet is getting 

popular because it is simpler, cheaper and backward compatible with existing lOMbps 

Ethernet LAN implementations. The existing IP networks based on Ethernet or token ring 

need not change. Replacing these networks with ATIYi win be costly and unnecessary. For the 

foreseeable future, it appears that large-scale connectivity will continue to involve multiple 

and heterogeneous networks, In many circumstances, at !east ATM networks \\~II be used as 

backbones, connecting existing LANs. 

5 
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2.1 ATM 

Asynchronous Transfer Mode, or ATM is a network transfer technique capable of 

supporting a wide variety multimedia application with diverse service and performance 

requirements. It supports traffic bandwiths ranging from a few kilobites per second to 

several hundred megabits per second. And traffic types ranging from continuous, fixed­ 

rate traffic to highly bursty traffic. 

ATM is a form of packet-switching technology. That is, ATM networks transmit their 

information in small,fixed-length packets called "cells", each of which contains 48 octets 

(or bytes) of data and 5 octets of header information. The small , fixed cell size was 

chosen to facilitate the rapid processing of packets in hardware And to minimize the 

amount of the time required to fiil a single packet. 

A TM is also connection-oriented. In other words, a virtual connection must be 

established before a "call" can take place, where a call is defined as the transfer of 

information between two or more end points. 

Another important characteristic of A TM is that its network functions are typically 

implemented in hardware. With the introduction of high speed fiber optic transmission 

lines, the communication bottleneck has shifted from the communication links to the 

processing at switching nodes and at terminal equipment. Hardware implementation is 

necessary to overcome this bottleneck, because it minimizes the cell processing overhead, 

thereby allowing the network to match link rates on the order of Gbit/s. 

Finally, as its name indicates, ATM is asynchronous. Time is slotted into cell-sized 

intervals, and slots are assigned to calls in an asynchronous, demand-based manner. 

Because slots are allocated to calls on demand ATM can easily accommodate traffic 

whose bit rate fluctuates over time . moreover, in A TM also gains bandwidth efficiency 

by being able to statistically multiplex bursty traffic sources. 

6 
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Since bursty traffic does not require continuous allocation of the bandwidth at its peak 

rate, statistical multiplexing allows a large number of bursty sources to share the 

network's bandwidth. Since its birth in the mid-1980s, ATM has been fortified bt a 

number of robust standards and realized by a significant number of network equipment 

manufacturers. 

International standards-making bodies such as the ITU and independent consortia like the 

ATM forum have developed a significant body of standards and implementation 

agrements for A TM. 

2.1.1 ATM Standards 

The telecommunication standardization sector of the ITU, the international standards 

agency commissioned by the United Nations for the global standardization of 

telecommunication, has developed standards for A TM networks. Other standards bodies 

and consortia have also contributed to the development of A TM. 

2.1.2 Protocol Reference Model 

The purpose of the protocol reference model is to clarify the funtions that A TM networks 

perform by grouping them into a set of interrelated, function-specific layers and planes. 

The reference model consist ofa user plane , a control plane and a management plane. 

within the user and control planes is a hierarchical set oflayers. 

The user plane definesa set of functions for the transfer of user information between 

communication end-points; The conrol plane defines the control functions such as call 

establishment, call maintanance, and call release; and the management plane defines the 

operations necessary to control information flow between planes and layers, and to 

maintain accurate and fault -tolerant network operation. 

Within the user and control planes, there are three layers: the physical layer, the ATM 

layer, and the ATM adaptation layer (ALL). 

7 



The physical layer performs primarily bit level functions, the ATM layer is primarily 

responsible for the switching of ATM cells, and the ATM adaptation layer is responsible 

for the conversion of higher layer protocol frames into ATM cells. The functions that the 

physical, ATM, and adaptation layers perform are described in more detail in the 

following. 

2.1.3 Physical Layer 

The physical layer is divided into two sublayers: the physical medium sublayer and the 

transmission converge sublayer. 

2.1.3.1 Physical Medium (PM) Sublayer : The physical medium sublayer performs 

medium-dependent functions. For example, it provides bit transmission capabilities 

including bit alignment, line coding and electrical/optical conversion. The PM sublayer is 

also responsible for bit itming, i.e .. , the insertion and extraction of bit timing information. 

The PM sublayer currently supports two types of interface : optical and electrical 

2.1.3.2 Transmission Convergence (TC) Sublayer : Above the physical medium 

sublayer is the transmission converge sublayer, which is primarily responsible for the 

framing of data transported over the physical medium. The ITU_ T recomendation 

specifies two options for TC sublayer transmission frame structure cell-based and 

synchronous digital hierarchy (SDH). In the cell-based case, cells are transported 

continuously without any regular frame structure. Under SDH, cells are carried in a 

special frame structure based on the north American SONET (Synchronous Optical 

Network) protocol. 

Regardless of which transmission frame structure is used, the TC sublayer is responsible 

for the following four funtions: CeH rate decoupling, header error control, 

celldelineation, and transmission frame adaptation. Cell rate decoupling is the insertion 

of idle cells at the sending side to adapt the ATM cell stream's rate to the rate of the 

transmission path . 

8 
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Header error control is the insertion of an 8-bit CRC polynomial in the ATM cell header 

to protectthe contents of the A TM cell header. Cell delineation is the detection of cell 

boundaries. Transmission frame adaptation is the encapsulation of departing cells into an 

appropriate framing structure 

2.1.4 ATM Layer 
The ATM layer lies a top the physical layer and specifies the functions required for the 

switching and flow control of A TM cells.There are two interfaces in an A TM network: 

The user network interface (lJ1'~I) between the A Tlvl end point and the A rM switch, and 

the network-network interface (NN I) between two A TM switches. 

Although a 48 octet cell payload is used at both interfaces, the 5 octet cell header differs 

slightly at these interfaces. The VCI and VPI fieldsare identifier values for virtual 

channel (VC) and virtual path (VP), respectively. A virtual channel connects two ATM 

communication end-points. A virtual path connects two A TM devices, which can be 

switches or end-points, and several virtual channels may be multiplexed onto the same 

virtual path. 

The 2-bit PT field identifies whether the cellpayload contains data or control information. 

The CLP bit is usedby the user for explicit indication of cell loss priority. if the value of 

the CLP is l the the cell is subjected to discarding in case of congestion. The HEC field 

is an 8 bit CRC polynomial that protects the contents of the cell header. 

The GFC field, which appears only at the UNI, is used to assist the customer premises 

etwork in controlling the traffic flow for different qualities of service . 

• u the time of writing the exact procedures for use of this field have not been agreed 

n. 
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2.1.4.1 ATM Layer Functions 

The primary function of the ATM layer is VPI/VCI translation. As ATM cells arrive at 

ATM switches, the VPI and VCI values contained in their headers are examined by the 

switch to determine which outport should be used to forward the cell. 1n the process, the 
switch translates the cell's original VPI and VCI values into new outgoing VPI and VCI 

values, which are used in turn by the next ATM switch to send the cell toward its 

intended destination. 

The table used to perform this translation is initialized during the establishment. An ATM 

switch may either be a VP s-witch, in which case it only translates the VP! values 

contained in cell headers, or it may be a VPNC switch, in which case it translates the 

incoming VCI value into an outgoing VPI/VCI pair. 

Since VPI and VCI values do not represent a unique end-to-end virtual connection. They 

can be reused at different switches through the network. This is important, because the 

VPl and VCI fields are limited in lenght and would be quickly exhausted if they were 

used simply as destination address. 

The ATM layer supports two types of virtual connections: switched virtual connection 

(SVC) and permanent, or semipermanent , virtual connections(PVC). Switched virtual 

connections are established and torn down dynamically by an A TM signaling procedure. 

That is they only exist for the duration of a single call. 

Permanent virtual connections, on the other hand, are established by 

networkadministrators and continue to exist as long as the administrator leavesthem up, 

even if they are not used to transmit data. Other important functions of the A TM layer 

· elude cell multiplexing and demultiplexing, cell header creation and extraction, and 

genericflow control. 

10 



Cell multiplexing is the merging of cells from several calls onto a single transmission 

path , cell header creation is the attachment of a 5- octet cell header to each 48 octet 

block of user payload, and generic flow control is used at the UNI to orevent short-term 

overload conditions from occurring within the network 

2.1.4.2 ATM Layer Service Categories 

The ATM Forum and ITU-T have defined several distinct service categories at ATM 

layer, The categories defined by the A TM forum include constant bit rate (CBR), real­ 

time variable bit rate (VBR-rt), non real-time variable bit rate (VBR-nrt), available bit 

rate (ABR), and unsipecific bit rate (UBR). ITU-T defines four service categories, 

namely, deterministic bit rate(DBR), statistical bit rate (SBR), avalable bit rate (ABR) 

and A TM block transfer(ABT). The first of the three ITU-T service categories 

correspond roughly to the ATM Forum's CBR,VBR and ABR classifications, 

respectively . 

The fourth service category, ABT, is solely defined by ITU-Tans is intended for bursty 
data application.The UBR category defined bt the A TM Forum is for calls that request no 

quality of service guarantees at all. The constant bit rate CBR (or deterministic bit rate 

DBR) service category provides a very strict QoS guararentee. It is targeted at real-time 

applications, such as voice and raw video, which mandate severe restrictions on delay, 

delay variancetjitter) and cell loss rate. 

The only traffic description required by the CBR service are the ,peak cell rate and the cell 

delay variation tolerance. A fixed amount of bandwidth, determined primarily by the 

call's peak cell rate, is reservedfor each CBR connection. The real-time variable bit rate 

VBR-rt (or statistical bit rate SBR) service category is intended for real time bursty 

application, which also require strict QoS guarantees. 

11 
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