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ABSTRACT 

Soft computing is a collection of the intelligent paradigms such as Fuzzy logic, 

Neural Networks and Genetic Algorithms which deal with pervasive imprecision and all 

defending of the real world. Lutfi Zadeh noted that unlike traditional hard computing, soft 

computing aims at an accommodation with the pervasive imprecision of the real world. 

The project is devoted one of the actual problem of the soft computing elements to 

industrial processes. For this reason the structure of Soft Computing, description of it's 

main elements are given. 

The structure of Fuzzy System, its main blocks and their functioning principles are 

given. The different architectures of Neural Networks, their operating principles and 

learning algorithms are described. Also Genetic Algorithm description, its main functioning 

principle and genetic operators are given. 

In the last chapter using Fuzzy Logic, Neural Networks and Genetic Algorithms, the 

construction of the hybrid systems are considered. The development of the Neuro Fuzzy, 

Neuro Genetic systems are given, the application of these systems to technological 

processes and obtained results are discussed. 
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INTRODUCTION 

Soft computing differs from conventional (hard) computing in that, unlike hard 

computing, it is tolerant of imprecision, uncertainty and partial truth. In effect, the role 

model for soft computing is the human mind. The guiding principle of soft computing is: 

Exploit the tolerance for imprecision, uncertainty and partial truth to achieve tractability, 

robustness and low solution cost. 

At this juncture, the principal constituents of soft computing (SC) are fuzzy logic 

(FL), neural network theory (NN) and probabilistic reasoning (PR), with the latter 

subsuming belief networks, genetic algorithms, chaos theory and parts of learning theory. 

What is important to note is that SC is not a combination of FL, NN and PR. Rather, it is a 

partnership in which each of the partners contributes a distinct methodology for addressing 

problems in its domain. In this perspective, the principal contributions of FL, NN and PR 

are complementary rather than competitive. 

GA is reminiscent of sexual reproduction in which the genes of two parents 

combine to form those of their children. When it is applied to problem solving, the basic 

premise is that we can create an initial population of individuals representing possible 

solutions to a problem we are trying to solve. Each of these individual has certain 

characteristics that make them more or less fit as members of the population. The most fit 

members will have a higher probability of mating than the less fit members, to produce 

offspring that have a significant chance of retaining the desirable characteristics of their 

parents. This method is very effective at finding optimal or near optimal solutions to a 

wide variety of problems, because it does not impose many of the limitations required by 

traditional methods. It is an elegant generate and test strategy that can identify and exploit 

regularities in the environment, and converges on solutions that were globally optimal or 

nearly so. 

vi 



J Fuzzy logic has been applied very successfully in many areas where conventional 

model based approaches are difficult or not cost-effective to implement. However, as 

system complexity increases, reliable fuzzy rules and membership functions used to 

describe the system behavior are difficult to determine. Furthermore, due to the dynamic 

nature of economic and financial applications, rules and membership functions must be 

adaptive to the changing environment in order to continue to be useful. 

Neuro-Fuzzy hybrid systems combine the advantages of fuzzy systems, which deal 

with explicit knowledge which can be explained and understood, and neural networks 

which deal with implicit knowledge which can be acquired by learning. Neural network 

learning provides a good way to adjust the expert's knowledge and automatically generate 

additional fuzzy rules and membership functions, to meet certain specifications and reduce 

design time and costs. On the other hand, fuzzy logic enhances the generalization 

capability of a neural network system by providing more reliable output when 

Lxtrapolation is needed beyond the limits of the training data. 
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CHAPTER ONE 

SOFT COMPUTING AND ITS ROLE IN ARTIFICIAL 

INTELLIGENCE 
1.1 Introduction 

Artificial intelligence as a science has existing for about 40 years now. 

The main problem of this science is recreation of human' s reasoning processes 

and behavior with aid of computers and other hand-made devices as well as 

construction of machines simulating the decision making by human in case of 

imprecise and uncertain environment. In most cases these various areas are 

attributed to the artificial intelligence scope, where precise models, methods and 

algorithms for solving the problem are not available, the problem being 

characterized by uncertainty. Methods of artificial intelligence are based on two 

characteristic features: 

1. Use of information in symbolic form i.e. letters, words, phrases, signs, 

figures. 

2. Search with aid of symbolic logic. When processing symbolic 

information, the computers convert the words and phrases to the form of binary 

digits. Then the computer recognizes or compares consequences of such symbols 

(converted to digits). 

The classics of artificial intelligence stated that the abilities of 

Computers to manipulate symbols as easily as numbers, to compare 

consequences of symbols, and then, depending on the results of comparison, do 

or don't perform further operations, will allow realization in the machine the 

functions typical for the human mind, i.e. functions of deductive logical 

reasoning. It may seem that the potential abilities of a computer on the way of 

creation of artificial intelligence based on the symbolic information processing 

are unlimited. Despite huge successes of artificial intelligence (in the classical 

sense) in developing a wide range of systems for solving problems, automatically 

proving theorems, recognizing patterns as well as in constructing game systems, 



expert systems, natural language understanding systems, the expectations have 

not been approved. The traditional artificial intelligence is not capable of solving 

problems like a man does with his common sense, and does not accord with the 

procedures, which are similar to human abilities of understanding and reasoning. 

The traditional artificial intelligence has not managed to exhibit itself in solving 

problems for intelligent robotics, computer vision, recognition of speech and 

hand-written, machine translation, learning through experience and many other 

important real-world problems. The pointed problems as well as many others 

have intrinsic imprecision and uncertainty that cannot be neglected. As noted 

professor L.Zadeh, the traditional artificial .intelligence could achieve more 

successes with its goals if it did not limit itself by processing symbolic 

information only and using the first order logic. All traditional artificial 

intelligence systems have been realized by using the Hard Computing 

technology, which restricts considerably abilities of those systems. Moreover, the 

traditional artificial intelligence due to the regularities shown above does not 

consider the computational methods important for accounting uncertainty and 

imprecision. In this conditions MIQ for traditional artificial intelligent systems 

appeared to be not so high. There was a need to increase MIQ for intelligent 

systems. Thereat Soft Computing methodology appears implying cooperative 

activity rather than autonome one for such new computational approaches as 

fuzzy logic, neural networks, evolutionary computation and so on. These 

approaches allow solving many important real-world problems, which was 

impossible using traditional artificial intelligence methods. 

The collection of such intelligent paradigms (used as computational 

techniques) as Fuzzy Logic (FL), Neural Networks (NN), Probabilistic 

Reasoning (PR), Genetic Algorithms (GA), Chaos Theory (CT) dealing with 

pervasive imprecision and ill definedness of the real world is named Soft 

Computing (SC). Unlike traditional Hard Computing (HC), SC can tolerate 

imprecision and uncertainty and partial truth without the loss of performance and 

effectiveness for the end use. It is the matter of time after no more than a decade 

2 
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we will see that Artificial Intelligence is based on Soft Computing not on 

traditional Hard Computing. L.Zadeh noted that unlike the traditional Hard· 

Computing, Soft Computing aims at an accommodation with the pervasive 

imprecisions of the real world. The guiding principle of Soft Computing is: 

exploit the tolerance for imprecision, uncertainty and partial truth to achieve 

tractability, robustness and low solution cost. We can easily come to the 

conclusion that precision has a cost (unfortunately, this obvious principle often is 

neglected). So, in order to solve the problem with an acceptable cost we need to 

aim at a decision with only the necessary degree of precision not going over the 

requirements. The impressing examples of the aforesaid are problems of landing 

a helicopter or parking a car. Let's consider the second case. One can park a car 

without doing any distance and angle measurements because the final position of 

the car is not specified clearly. If though it is, then the measurements are 

necessary, say, in the range of :fractions of millimeter or a few seconds of arc. 

This will require many hours of manoeuvres and measurements from the devices 

for solving the problem. Moreover, the cost of decision will increase 

exponentially as the precision increases. Soft Computing technology is of great 

importance for data compression, especially, in HDTV, audio recording, speech 

recognition, image understanding and related fields. Actually, soft-computing­ 

based concepts and techniques are already playing an essential role in the 

conception, design and manufacturing of high MIQ products and systems. As 

noted Zadeh the perfect model of SC is human brain. 

1.2 Structure And Constituents Of Soft Computing 

As was mentioned above all traditional artificial intelligent systems 

including expert systems widely used in various areas of human activity, have 

been realized on the base of Hard Computing, often using computers. But this 

base, obviously limits the efficiency and, generally, the possibility of creating 

systems of artificial intelligence for different purposes. Currently the significant 

increase can be noticed in number of applied artificial intelligence systems based 

3 
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not on numerical (not symbolic) computation and traditional Hard Computing, 

but on neural networks, fuzzy computing, evolutionary programming, belief 

networks. There is as well a certain increase in number of publications, presented 

in proceedings of scientific conferences which are devoted to fuzzy logic, genetic 

algorithms, artificial life, biological computing, neural computing etc. This 

increase gives the evidence that the focus of the investigations and 

implementations of real artificial intelligence systems makes a shift nearer to Soft 

Computing. Figure 1.1 shows the structure of Soft Computing technology 

forming the basis for computational intelligence. 

Computing 
technologies 

Hard Computing - 
base of classical 

Artificial 
intelligence 

Soft Computing - base 
of Computational 

intelligence with high 
MIQ 

Hybrid Systems 

Figure 1.1. The Main Components Of Soft Computing. 

The following main components of Soft Computing are known by now: 

fuzzy logic (FL), neural networks theory (NN), probabilistic reasoning (PR), 
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Genetic Algorithms (GA), and chaos theory (CT) (Figure 1.1). In SC FL is 

concerned in the main with imprecision and approximate reasoning, NN - with 

learning, PR with uncertainty and propagation of belief, GA with global 

optimization and searching and CT with nonlinear dynamics. In large measure 

FL, NN and PR are complementary rather that competitive. 
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CHAPTER TWO 

FUZZY SYSTEMS 

2.1 Structure of a Fuzzy System 

There are specific components characteristic of a fuzzy controller to 

support a design procedure. In the block diagram in figure2.0, the controller 

is between a preprocessing block and a post-processing block. The following 

explains the diagram block by block. 

~ ......•. , 
r---- 
1 ~-~~--~----: - 1ni.." " •• 

Figure 2.1. Blocks of a fuzzy controller 

2.2 Preprocessing 

The inputs are most often hard or crisp measurements from some measuring 

equipment, rather than linguistic. A preprocessor, the first block in Fig. 2.0, 

conditions the measurements before they enter the controller. Examples of 

preprocessing are: 

• Quantisation in connection with sampling or rounding to integers; 

• Normalisation or scaling onto a particular, standard range; 

• Filtering in order to remove noise; 

• Averaging to obtain long term or short term tendencies; 

• A combination of several measurements to obtain key indicators; and 

• Differentiation and integration or their discrete equivalences. 

6 



" 

A quantiser is necessary to convert the incoming values in order to find the best level 

in a discrete universe. Assume, for instance, that the variable error has the value 4.5, 

but the universe is u = (-5, -4 ... 0 ... 4,5). The quantiser rounds to 5 to fit it to the 

nearest level. Quantisation is a means to reduce data, but if the quantisation is too 

coarse the controller may oscillate around the reference or even become unstable. 

Nonlinear scaling is an option (Fig. 2.1 ). In the FL smidth controller the operator is 

0 
inpul 5 

Figure 2.2. Example of nonlinear scaling of an input measurement 

asked to enter three typical numbers for a small, medium and large measurement 

respectively (Holmblad & Stergaard, 1982). They become break points on a curve 

that scales the incoming measurements ( circled in the figure). The overall effect can 

be interpreted as a distortion of the primary fuzzy sets. It can be confusing with both 

scaling and gain factors in a controller, and it makes tuning difficult. 

When the input to the controller is error, the control strategy is a static 

mapping between input and control signal. A dynamic controller would have 

additional inputs, for example derivatives, integrals, or previous values of 

measurements backwards in time. These are created in the preprocessor thus making 

the controller multi-dimensional, which requires many rules and makes it more 

difficult to design. 

The preprocessor then passes the data on to the controller. 

7 
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2.3 Fuzzification 

The first block inside the controller is fuzzification, which converts 

each piece of input data to degrees of membership by a lookup in one or 

several membership functions. The fuzzification block thus matches the 

input data with the conditions of the rules to determine how well the 

condition of each rule matches that particular input instance. There is a 

degree of membership for each linguistic term that applies to that input 

variable. 

2.4 Rule Base 

The rules may use several variables both in the condition and the conclusion 

of the rules. The controllers can therefore be applied to both multi-input-multi-output 

(MIMO) problems and single-input-single-output (SISO) problems. The typical 

SISO problem is to regulate a control signal based on an error signal. The controller 

may actually need the error, the change in air, and the accumulated error as inputs, 

but we will call it single-loop control, because in principle all three are formed from 

the error measurement. To simplify, this section assumes that the control objective is 

to regulate some process output around a prescribed set point or reference. The 

presentation is thus limited to single-loop control. 

2.4.1 Rule Formates 

Basically a linguistic controller contains rules in the if then format, but they 

can be presented in different formats. In many systems, the rules are presented to the 

end-user in a format similar to the one below: 

1. If error is Neg and change in error is Neg then output is NB 
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2. If error is Neg and change in error is Zero then output is NM 

3. If error is Neg and change in error is Pos then output is Zero 

4. If error is Zero and change in error is Neg then output is NM 

5. If error is Zero and change in error is Zero then output is Zero (2) 

6. If error is Zero and change in error is Pos then output is PM 

7. If error is Pos and change in error is Neg then output is Zero 

8. If error is Pos and change in error is Zero then output is PM 

9. If error is Pos and change in error is Pos then output is PB 

The names Zero, Pos, Neg are labels of fuzzy sets as well as NB, NM, PB and PM 

(negative big, negative medium, positive big, and positive medium respectively). 

The same set of rules could be presented in a relational format, a more compact 

representation. 
CM~h11.ffrar OlqVJt 
1w z 
Zcr0, 'N 
'Ntg NB 
Pw PM. 
Za!m Zt'lltl 

'N~ N 
fl'{di PB 
'.cro PM 
'N~ Ztim 

Figure 2.3 

The top row is the heading, with the names of the variables. It is understood 

that the two leftmost columns are inputs, the rightmost is the output, and each row 

represents a rule. This format is perhaps better suited for an experienced user who 

wants to get an overview of the rule base quickly. The relational format is certainly 

suited for storing in a relational database. It should be emphasised, though, that the 

relational format implicitly assumes that the connective between the inputs is always 

logical and or logical or for that matter as long as it is the same operation for all 

rules and not a mixture of connectives. Incidentally, a fuzzy rule with an or 

9 
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combination of terms can be converted into an equivalent and combination of terms 

using laws of logic (DeMorgan's laws among others). A third format is the tabular 
linguistic format. Change in error is given by: 

Ermr 

Figure 2.4 

This is even more compact. The input variables are laid out along the axes, 

and the output variable is inside the table. In case the table has an empty cell, it is an 

indication of a missing rule, and this format is useful for checking completeness. 

When the input variables are error and change in air, as they are here, that format is 

also called a linguistic phase plane. In case there are n > 2 input variables involved, 
the table grows to an p-dimensional array; rather user-unfriendly. 

To accommodate several outputs, a nested arrangement is conceivable. A rule 

with several outputs could also be broken down into several rules with one output. 

Lastly, a graphical format which shows the fuzzy membership curves is also possible 

(Fig. 2.4). This graphical user-interface can display the inference process better than 

the other formats, but takes more space on a monitor. 

2.4.2 Connectives 

In mathematics, sentences are connected with the words and, or, if-then (or 

implies), and if and only if, or modifications with the word not. These five are called 

connectives. It also makes a difference how the connectives are implemented. The 

most prominent is probably multiplication for fuzzy and instead of minimum. So far 

10 
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most of the examples have only contained and operations, but a rule like '' If error is 

very neg and not zero or change in error is zero then ... " is also possible. 

The connectives and or are always defined in pairs, for example, 

a and b = min ( a,b) minimum 

a orb= max (a,b)= maximum 

or 

a and b =a* b algebraic product 
a orb= a+ b - a* b algebraic or probabilistic sum 

2.4.3 Modifiers 

A linguistic modifier is an operation that modifies the meaning of a term. For 

example, in the sentence" very close to O", the word very modifies close to O which 

is a fuzzy set. A modifier is thus an operation on a fuzzy set. The modifier very can 

be defined as squaring the subsequent membership function, that is 

very a= a2 

Some examples of other modifiers are 

Extremely a = a 3 
Slightly a = a 

Some what a = moreorless a and not slightly a 

A whole family of modifiers is generated by aP where p is any power 

between zero and infinity. With p = co the modifier could be named exactly, because 

it would suppress all memberships lower than 1.0. 
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