ABSTRACT

Compression techniques have become the thrust area in the fields of computers with the growth of multimedia and Internet. Popularity of multimedia has led to the integration of various types of computer data. Multimedia combines many data types like text, graphics, still images, animation, audio and video. Image compression is a process of efficiently coding a digital image to reduce the number of bits required in representing the image. Its purpose is to reduce the storage space and transmission cost while maintaining good quality. Many different image compression techniques currently exist for the compression of different types of images.

In this thesis image compression using neural and wavelet techniques have been considered. Image compression systems using neural networks, wavelets and wavelet neural networks have been designed. Using these techniques the structure of image compression systems are presented. Segmentation is applied for compression of images using neural networks, back propagation training algorithm is used to train neural network systems. The neural network model has been trained and tested using different images.

The backgrounds of wavelet analysis, data compression using wavelets are explained. How wavelets can be used for image compression and problems involved with image compression were presented and the results of this investigation are discussed. It was discovered that thresholding had an extremely important influence to compression results.

The Wavelet Neural Network (WNN) combines the properties of wavelets and artificial neural networks. The purpose of this work is to use a combination of an artificial neural network and wavelets and to describe the wavelet neural network architecture for the image compression problem. Using different compression ratio, Peak Signal to Noise Ratio (PSNR) and Mean Square Error (MSE) results of above given image compression techniques for the reconstructed images are compared.
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ÖZET

Internet ve Multimedya büyümesi ile, sıkıştırma teknikleri bilgisayar alanlarında önemli bir alan haline gelmiştir. Multimedyanın çeşitliği, çeşitli biligisayar verilerinin entegrasyonuna yol açmıştır. Multimedya metin, hareketsiz grafik, görüntü, resim, animasyon, ses ve video gibi birçok veri türlerini birleştirir. Görüntü sıkıştırma verimli bir görüntüyü bit sayısının azaltılması ile sayısal görüntü kodlayan bir işlemdir. Amacı kaliteyi koruyacak bir şekilde depolama alanını ve iletim maliyetini azaltmaktır. Farklı resim çeşitlerini sıkıştırmak için birçok farklı resim sıkıştırma teknikleri vardır.

Bu tezde sinir ağı ve dalgacık teknikleri kulanarak resim sıkıştırma yöntemi kulanılmıştır. Resim sıkıştırma sistemi sinir ağı, dalgacık ve dalgacık sinir ağı kulanılarak dizayn edilmiştir. Bu teknolojileri kullanarak resim sıkıştırma sisteminin yapısı gösterilmiştir. Segementasyon sinir ağları kullanılarak resim sıkıştırma için uygulanmıştır. Geri yayılım eğitim algoritmasının sinir ağı sistemleri eğitmek için kullanılır. Sinir ağı modeli farklı görüntüler kullanılarak deneylenmış ve test edilmiştir.

Dalgacık analizinin özgeçmişi ve dalgacıklarla veri sıkıştırma yöntemi anlatılmıştır. Nasıl Dalgacıklar resim sıkıştırmak için kulanılır ve resim sıkıştırmada ortaya gelen problemler ile ilgili araştırmalar yapılıp incelenmiştir. Bu sonuçlar sıkıştırmaya son derece önemli bir etkiye sahip olduğu ortaya çıkmıştır.

Dalgacık Sinir Ağı (DSA), dalgacıklar ve yapay sinir ağları özeliklerini birleştiriyor. Amacımız bir yapay sinir ağı ile dalgacıktar birleştirmesi ve resim sıkıştırma sorunu için dalgacık ağı mimarisini tanımlamaktır. Farklı sıkıştırma oranı, PSNR ve MSE sonuçları yeniden duzenlenmiş görüntüler ve karşılaştırmak için kulanılmıştır.

Anahtar kelimeler: Yapay Sinir Ağları, Dalgacık ve Dalgacık Ağlar yöntemleri.
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