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ABSTRACT

In this thesis face recognition identification &yst was designed. A Principal
Component Analysis PCA and Fisher Linear DiscrimtnAnalysis FLD are used to obtain
the feature of images. Principal components areR€IA is one of a family of techniques for
taking high-dimensional data, and using the depecids between the variables to represent
the image in a more tractable, lower-dimensionahfowvithout losing too much information.
PCA is one of the simplest and most robust waysdadg such dimensionality reduction.
FLD is the most famous way to search for trenddéndata, which has the largest difference
and highlight data. This method is used, for logmnensional representation of the data,

which removes some of the trends "noisy".

Fast Pixel Based Matching FPBM is a method to ektize feature of images on the
basis of face matching image areas and sub-pieglatiement estimate using similarity
measures. This method was used to compare these$s HCA, FLD and FPBM.

Classifications of image parameters are done bysuresy Euclidian distance. The
given approach is used to classify the faces tterdifit patterns. The system can identify
persons according to these face patterns. The cathga simulation results of described
methods have been given. The developed system Kagphical User Interface GUI that
contains many buttons and controls that allow teer o choose the necessary method and
drive the results. The system has been designed déatlab package. Using callbacks, you
can make the components do what you want when $iee clicks or manipulated with
keystrokes.

Key Words: Face Recognition Program, PCA, FLD, &idtDA, Euclidean distance, FPBM.



OZET

Bu tezde, parmakizi tanima sistemi dizayn editmiGoruntl 6zelliklerini elde etmek
icin Temel Bilgen Analizi (TBA) ve Fisher Dgrusal Diskriminant Analizi (FDDA)
kullaniimistir. Temel Bilgen Analizi (TBA), yuksek boyutlu veri almak vesia bilgi
kaybetmeden dgskenler arasindaki gamhliklarn kullanarak goruntiyt daha uysal, daha
disik boyutlu formda gostermek icin kullanilan teKkeik ailesinden biridir. TBA, bu
sekildeki boyutluluk indirgemesi yapmanin en basit en sglikli yontemlerinden biridir.
FDDA, en buyuk farklari bulunan verilerin trendl@rargtiran ve verileri vurgulayan en anlu
yoldur. Bu yontem, verilerin alt boyutlu gosterimin kullaniimakta ve bazi “sesli” trendleri
de kaldirmaktadir.

Huzli Piksel Tabanli Hesme (HPTE), glesen ylz gorunti alanlarina ve alt piksel yer
desisim tahminine dayanan goruntt Ozelliklerini, benikerdlcilerini kullanarak ortaya
cikaran bir yontemdir. Bu yontem, TBA, FDDA ve HPHBnuclarini kaulastirmak icin

kullaniimistir.

Goruntu parametreleri siniflandiriimasi, Oklid nfesaolculerek yapilngtir. Verilen
bu yaklgim, yuzun farkli sekil dizenlerine siniflandirilmasi icin kullanigar. Sistem,
kisileri bu yuz sekil duzenlerine gore belirleyebilmektedir. Acikéan yodntemlerin
karsilastirmali simulasyon sonuglari verilgtir. Gelistirilen sistemin, kullanicinin gerekli
yontemi segcmesine ve sonug ¢ikarmasina olanakatanwe bircok buton ve denetimi iceren
bir Grafik Kullanici Arayiziu (GKA) mevcuttur. Siste Matlab paket programi kullanarak
dizayn edilmgtir. Kullanici tikladgl ve tw vurwslari ile manipuile edildii zaman, geri arama
kullanilarak bilgenleri sizin istediinizi yapmaya yonlendirebilirsiniz.

Anahtar Kelimeler: Yiiz Tanima ve Tanitma PrografiBA, Fisher DDA, Oklid Mesafesi,
HPTE.
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1. INTRODUCTION

Since the last century several biometric techniguese used for identification of
humans. These techniques are: Iris recognitiong Facognition, Fingerprint recognition,

Voice recognition, etc. Each of these techniquesriuanber of real life applications [1].

Face recognition or face authentication refers e automated method of verifying a
match between two human faces. Faces are one ofy fams of biometrics used

to identify individuals and verify their identityL].

The aim of this thesis is design face recognitigateam using principal component
analysis and fisher linear discriminant analys&cd-recognition system is divided into two
main stages. The first one is used to extracteheufes from the face image, and the second
stage is used for classification of patterns. Featxtracting is a very important step in face
recognition system. This thesis touches on two magasses of algorithms used for extraction
of the features of face images. The recognitioa adithe system depends on the meaningful
data that are extracted from the face image. Spoitant feature should be extracted from the
images. If the features belong to the differens®ts and the distance between these classes
are big then these features are important for gimeage. The flexibility of the class is also
important. There is no 100% matching between thegems of the same face even if they were

from the same person.

Nowadays there have been designed a number of deetho feature extraction. These
are Principal component analysis, linear discriminanalysis, Fisher method, Multifactor
dimensionality reduction, nonlinear dimensionalitgduction, Kernel PCA, independent
component analysis etc. The PCA and FLD are efftcraethods used for image feature
extraction. In the thesis the application of PCAd aRLD methods are considered for
extraction the features of face images. The classibn of the images can be implemented
using different classification algorithms: Euclide8quared Distance, Hidden Markov Model
(HMM), vector quantization, k-means algorithm, ortificial Neural Network (ANN) [2]. In
this thesis, Face recognition system was develagedl fwo techniques were used for feature

extraction. These techniques are PCA and FLD.



Each of these techniques was implemented on MATBA® they are combined by using
Graphical User Interface (GUI). The algorithm thets used for classification of face images
uses Euclidean Distance. If there is matching betwthe trained database images and the
tested image, the recognized image will be show@Uh. But if there is no matching between

them, a message will appear to inform the userthi@images in not recognized.

In this thesis the design of face recognition systsing PCA and FLD feature extraction
methods has been considered. The thesis includesduction, five chapters, conclusion,

references and appendices.

Chapter 2 is devoted to the descriptions of bioimaistems using fingerprint, eye, face,

voice, DNA and hand recognition techniques usaea life.

Chapter 3 describes the basic stages of face fdatibn. The minute characteristics of
the images, the basic important meaningful featofebe face images have been described.

The extraction propertiegdvantageand disadvantages faces have been presented.

Chapter 4 explains the features extraction metldd3CA and FLD. The basic steps of
PCA, FLD and the recognition process using Euchddiatance are described.

Chapter 5 presents the design stages of face riéioogsystem. General structure of the
system, the flowcharts of feature extraction meshack described. The thesis based on two
feature extraction techniques: PCA and FLD. Thee femcognition system is designed in
Matlab 2012a package using Graphical User Interf&td).

Finally, Chapter 6 contains the important simulatiesults obtained from the thesis.



2. BIOMETRIC SYSTEMS

2.1 Overview

In this chapter the review of human identificatieystems is presented. The various
biometric techniques are described. The physiodgind behavioral characteristics of human
which can be used as a biometric identifier to iethe person are presented.

2.2 Biometric Systems

Due to the large number of swindling and fraud rad¢hand the increasing incidence
of crime and the spread of terrorism went manyistud

To develop the technical means relating to disecsu minimize or protection from
these risks and one of the most important techsiqured studies that have helped in the
protection of the individual and society from thesangers and techniques oriented studies on
the vital features of the human being.

In general, the physiological properties do notywaith the passage of time or for the
most part are subject to small changes while aftebly the behavioural characteristics of the
psychological state of the individual. For thissem, identity verification systems based on
behavioural characteristics need frequent updaies.main task of a biological system is to
identify the individual [3].

Biometric
features

Behavioral Physiology

A 4 v 4 4 A 4 A 4 A 4
(5 Fom ) (e | (v | (o220 ) (owa | [ ) (oo ) (e )
Keys finge rprint

Figure 2.1: Biometric features.




2.3 Biometric Classifications

Science of biometrics is the science of forensidenwce in human bodies because it
includes means of identification for people autdoadlty on the basis of anatomical and
physiological characteristics of each person. Thestntommon fingerprint evidence and
computers can match them in seconds. You can desatify your identity through facial
features or voice or hand geometry or iris. Eaabmigtric device that use both general
principles. These standards address through pragmagnand encryption of the unique
attributes of each person and stored in the dagalbasmatch them with the features
characteristic of the suspects. For this, we fimat in the information systems and means of
biometrics is a quick and accurate can be usedoas than a way to get to know the identity
of the person 100% [4].

Figure 2.2: Examples of biometric characteristie are commonly used: (a) face, (b) fingerprick,hand

geometry, (d) iris, (e) signature, and (f) voicg [5



Hand Geometry: Is one of the test methods and biological measunenihis method

measures the characteristics of several of the,hiatuding the height and the spaces
between the fingers. The person being scanned>ardieed carefully. The survey delicate
hand to a reasonable degree of order in the vatibic of the individual compared with the

template saved the file, but not accurate enougghetatify an anonymous survey [6].

Figure 2.3: Hand geometry biometric devices [6].

Iris: The identification by the iris of the eye in a wanpre accurate than relying on the
footprint that may be damaged, or passport thatfaege, as the iris is unique, where the
right iris differs from the left with the same pens The experiments showed that the
different irises even among identical twins. Thegass of examining the iris of the most
accurate methods for identification because iasgt &nd very accurate. The rapidly growing
biometrics technologies, which is where the usecomputers to identify the unique

advantages of a person such as palms, or editmal fexpressions and installation of the
eye [7].

Figure 2.4: Iris geometry biometric [7].



Face:Analyzes the characteristics of the face and ifietitem requires this system a digital
camera to photograph facial image of the userHerpurpose of documentation, and have
this test feature that compares with other systerasgfication of identity that does not
require direct interaction with people and do fimgats or iris scan. But the main problem
that occurs when you use this type of system idigiing that can change the color of the
face and also the passage of time because as @npgi@ws older and face exposure to

changes such as weight gain or frequent and wasrtkigt could prevent identification [8].

Patch Model

Figure 2.5: Recognition faces [8].

Voice: This technique is based on sound waves so thatdimed is recorded and analyzed
and then converted to graphs showing spectral &gy intensity and time of speech and
other characteristics of the waves to speak. thésm compared to determine whether the
sound is the same as that recorded in order to th@ecorrect results should be a quiet

environment, this system [9].

Figure 2.6: Vocal apparatus [9].



Fingerprints: Biometric technology spread dramatically in thetges years, and the large
number of applications in airports in particulandAturned a lot of countries passports and
entry visas to biometric shape. As well as manydiferent technologies to monitor, or as
a basis for access control systems specific pldoes,those applications now become
significantly widespread even reached the perscopaiputer to be used as a means to

protect the information [10].

Bifurcation Short Break

The core of
the fingerprint
pafttern

\\ ™ The delta is
\ where the ridges

Ridge ending divide

Figure 2.7: Fingerprint minutiae [10].



» Signature: Use the signature proof of identity so that sofeesises on the characteristics of
the signature to the signature itself and signateoges, speed signing and hand shaking
during the sign and the pressure on the pen. Theliesin the signature of the person on
the touch-sensitive screen, and then the signatsireonverted to digital form or
representation, which is compared with pre-storetthé system to make sure of the identity
[11].

Figure 2.8: Electronic tablet [11].

» DNA: Deoxyribonucleic Acid (DNA) is the one-dimensiondiimate unique code for one’s
individuality, except for the fact that identicalihs have identical DNA patterns. It is,
however, currently used mostly in the context aéfsic applications for person recognition
[12].

chromosome

Figure 2.9: DNA recognition [12].



Table 2.1: Comparison of biometric technologies,dhta is based on the perception of the authors.

High, Medium, and Low are denoted by H, M, anddspectively [13].

Factors ey
? © c
Biometric > @ o o 3 2 IS
s |&¢ |8 |8 |s |3 |%
identifier 7 = c 5 £ [ o
S e £ 2 S o £
S 3 o S o S o
Hand Geometry M M M H M M M
Iris H H H M H L L
Face H H M H L H H
Voice M L L M L H H
Fingerprint M H H M H M M
Signature L L L H L H H
DNA H H H L H L L




3. FACE IDENTIFICATION

3.1 Overview

Due to the increased use of computer technologia®adern society, the growing
number of objects and the flow of information timatist be protected from unauthorized
access, the information security problem become emand more urgent. In such
circumstances the use of biometrics technologypienrsonal identity to protect access to
sources of information is required.

The use of biometrics to verify the identity invetsthe use of physical characteristics
such as face, voice or fingerprint, for the purpokilentification. Facet matching is the most
successful biometric identification technology its ease of use, and the absence of any
interference reliability. The basic characteristiob faces, their representation, minute

characteristics and feature extractions stagesargdered in this chapter.

3.2 Face as a Biometric

Face recognition has a number of strengths to rewamd it over other biometric
modalities in certain circumstances, and corresjpgndveaknesses that make it an
inappropriate choice of biometric for other appiicas. Face recognition as a biometric
derives a number of advantages from being the pyinometric that humans use to
recognize one another. Some of the earliest ideatibn tokens, i.e. portraits, use this
biometric as an authentication pattern [14].

Furthermore it is well-accepted and easily undexstoy people, and it is easy for a
human operator to arbitrate machine decisionsahféece images are often used as a human-
verifiable backup to automated fingerprint recognisgstems.

Face recognition has the advantage of ubiquitycdrking universal over other major
biometrics, in that everyone has a face and everyeadily displays the face (Whereas, for
instance, fingerprints are captured with much maffecdlty and a significant proportion of
the population has fingerprints that cannot be cagtwith quality sufficient for recognition.)
Uniqueness, another desirable characteristic fuiometric, is hard to claim at current levels
of accuracy. Since face shape, especially when gjoisnheavily influenced by genotype,

identical twins are very hard to tell apart witlisttechnology.

10



3.3 Know the Identity Using Physiological Characteistics

Enjoy human several physiological characteristitsiathe identifying common with
behavioral characteristics can say that it is tdogdrint, has identified these characteristics are
as follows: face, fingerprint, hand size and detadice, eye and hand signature. The
arrangement also provided for these propertiesdoasethe recognition rate of existing
systems where we find that the face is the begigoties, was adopted in Ranked on several
things, such as: ease of application, the requinésnef the gear drive, when the public

acceptance and others [16].

Figure 3.1: How using physiological to know thentlty [17].

It also mediated by facial recognition has manyuliea, namely:
* Itis a property of any normal human being candreied out, unlike some recognition
processes, such as know the iris. Where END knowruiman mainly depends on the

face to get to know all the characters that offset.

» Ease of implementation and tested and used, agtbgnition systems do not require

special equipment, but all you need is a good carHegh Resolution.

11



3.4 How to Work the System Faces Discrimination

The system known faces to recognize all of the dake the picture or video
automatically, and such a system has a work patt@ywork either one or both at the same
time, namely:

» Authentication of the face Authentication: Thisnssome environments and selected
on the basis of (1:1) For example, this patterapplied in exchange ATM devices,
the system compares the face of the person whe thdlcoins with a face that person
has in the existing data base, where the systena Ipasture of a person's face, and
compares the image with the outcome. But until f@8 been the use of specific

applications in this area [15].

* ldentify Recognition: Unlike the previous patterpeople do not know about
themselves, but the system will recognize themsThcludes the style process of
comparing (1: M), where he owns a system datal@sgeople , and is recognized as
everyone 's collected are monitoring public plastkere gatherings such as football
stadiums , airports, railway stations and ofteretplace in places in which there are
cameras imaging and audio devices [15, 18].

Depends permission recognition systems databasetgiic images of persons desired to
identify them by investors, for example, interestiedsecurity agencies to identify the
criminals, the system base data contains imagesugpects, and the computer program
comparing the images captured by surveillance casndatabase to find out what If one is
located in the desirable location or not here thatfirst step to face fingerprint system work
is to get the picture.

We recall an example of the recognition systemseotly used system facet the
developed by the company Identic; for this systemwbrk it must distinguish between
himself and dorsal face they rely on facial rectigniand then measure the properties of this
face. This system is in place at all airports inldaia. The recall of the companies that
produce such systems: Company Animatic Inc., tmepamy FACE Engine ID, Set Light and
Sensible Vision and other companies [15, 19].
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Each face has many distinctive features, are ifowarcurves on the face. Each face has
about 80 contract months, these nodes that carebsured using the software are:
1. The distance between the eyes.

2. View the nose.

3. The depth of the eye.

4. The form of the cheekbones.
5. The length of the jaw line.

These features measured by the software spedmlidéentify the face and fingerprint
translated into digital codes called face prinefaod fingerprint used to represent the face in
the database.

In the past, custom programs based on two - diroeakimages to compare images in
the database, which are also two-dimensional amdntiage must be taken of the person and
is almost the opposite of the camera and this naage a problem. This is in addition to
changes in the environment surrounding the perssuch as lighting will produce images
cannot for the computer to find them similar in memory , and the change in the same
person , such as that he had not styling his halvisopalace , change the make-up, shaved
chin or exemption or wearing or removing glassesansidered one of the behaviors that
affect the ability of the system hardware footpfiii to determine the peculiarities of the
person , leading to rejection of conformity andstiias caused the failure of the face
recognition system . To resolve this problem hanlibe use of modern devices that rely on
the three- dimension [15, 18, and 19].
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3.5 Steps of Modern Systems Work Programs Distingsin Faces

Triple dimension claims he can solve that problgnusing the winding through areas
and curves in the face and use features that docimamge with time. This process is
concerned with the achievement:

* Registration for users and stored in databasdsisystem.

» Verification, any comparison between the peopleedas front of the camera and the
images in the database. This is done in a seristepk to be able at the end of the

facial recognition.

The steps are:
(1) Detection:
Take a picture and it either through bilateral digien images using electronic scanners or

triple dimension using video cameras.

Figure 3.2: Image detection [20].
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(2) Alignment:

After image capture system selects the positiothefhead and the size and direction. If the
disclosure has been using a video camera, "thdgmensional” it is unable to determine that
even if the image side of any 90 degrees. Whilthéf two-dimensional image should not

exceed arcing between the face and the camerag3éete

Figure 3.3: Image detection, alignment [21].

(3) Measurement:

The system software to calculate the meanderingesuand on the face accurately up to
portions of mm and converts that information inttemplate for the face and is intended to
draw the hallmarks of the physiological and beh@liacharacteristics so as to put the

template in the database "information."

Figure 3.4: Face measurement [22].
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(4) Representation:
The system in this step to translate the mold amd it into a code made up of a set of

numbers representing the features of this templdtere these codes are unique to each

template.

’§‘§ NAOLE

Figure 3.5: Face representation [23].

(5) Matching:

Where manufacturer's method used to compare thpegres of the corresponding templates,
any supported setting the standard for determitiiegstrength of any matching if exceeded
the corresponding level previously specified lawaltching process is considered complete. If
the images in the database is three-dimensionafjgmaf the matching process does not
require any conversion of the image If the two-disienal This causes a bit of a challenge
where you must template is converted to a two-dsieral image through use Algorithm and

then matching.

334 records in 0.127 secs

Face Detected and Matched

Hello Guile

Figure 3.6: Face matching [24].
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(6) Identification or verification
At this stage, there are two steps: Check if thyp@se is to verify it must be a 1:1 relationship
that is, it must be the result of Conformity isiagée image. While if the goal is to identify

matching result may give many images are likelgganatched.
T

Fase Seraan Dftnss] En

Wiek oy Faider Evrnzn

Figure 3.7: Face identification [25].

It might not be sufficient previous steps to idgnar verify the identity of the person
completely and to increase the accuracy ldentic @@y has developed a new product called
Facet Argus a program for a computer and reliegdistinctive imprint the skin and the
topography of the surface of the face.

The idea of fingerprint skin likened much in itgide imprint face the above-
mentioned but he is utilized here from the imageg&t a sample of the skin is then
fractionation this sample into small parts and athm is used to convert them to the
viewable area measured so that the system meadtengkin of this area in terms of lines
and pores, etc. and then use can even distingatstebn the twins and according to statistics,
the company said that the process of identifyingd@crimination and matching ratio
increased by 20 or 25% [16, 19].

17



3.6 Face Recognition Systems Applications

3.6.1 Face Identification

Recognize these systems to people based on traurgs , unlike identification
systems old , these systems give an alert preseinpersons non grata and not just the
verification of identity and this supports signdittly security where they can be used in the
publication of photographs of criminals in publiages in order to identify them, in airports
and seaports to search for personal counterfgitthd Immigration Department to search for
the retarded and outlaws , pitch to search foersofuse in the United States) , in the voting
process (used by the Mexican government in 200€chrding observations on the street ( in
England ), the system BIOS licenses ( in the siht#inois in the United States ) [16].

3.6.2 Permittivity and Verification Access Control

In many applications, such as offices or permitgifogin on computer systems, the
number of people required to allow them to carriytbe process is usually small, and that the
system works in pre-defined constraints such ascip lighting, hand specific vision and
other restrictions.

And both permittivity and learn is one of the séiyuconcerns that we need in our
lives in airport security and travelers at the pregime is a matter of discrimination faces
major importance, as a result of terrorist threatserefore has many airports application
systems known faces, in order to identify persarspscted really care about .

We can in some security applications impose lighspecific point of view as well as
specific, but the biggest challenge faced by systknown faces is applied in public places,
where there are no restrictions on the viewpoinlightting There is also a large number of
people who need to get to know them, in such thg@sees have less what systems
performance ratio can be identify elevated wrongnhbn of airports which apply systems
known faces: Fresno Yosemite International airporthe U.S. state of California, Sydney

airport in Australia and Malaysia Airports [18].
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3.7 Traditional Techniques

The methods can be divided into traditional facedognition into two groups [26].
Recognize the image of the whole face. These mstlawd based on the link. Simpler
classification scheme, which uses a comparisonhef rhodels confession, is matching
template. Template matching problem is that youehmvcompare many of the features (for
him, the pixel is a feature), and if we consideattim the database, M people, with n photo of
each person, and we note that this method cannohflemented in real time. So, working
with other means de correlational the featuresthmgeto get a reduction of the area of the
face to a smaller number of transactions, whichehahigh discriminatory power among the
people? This is what is called subspace in the. fagamples of methods that work spaces
and patrtial principal component analysis (PCA -lysia of the major components) of Eigen
faces, and linear differentiation analysis (LDAinelar differentiation analysis) or linear
differentiation Fisher (FLD - Fisher linear differtgation) of Fisher faces.

PCA technology is the one that provides the highgs=tormance. It works by
dropping the images on the face of the area ttatifes include large differences between
images of known faces. Senior faction called Eifpares, because they are self - vectors, or
key components, and a set of faces. Drop distihgsgishe facial image of the individual as
the sum of the weights of all the different facgoand, in the same way, and to identify a
certain image of the face will only need to comptmese weights with the interests of the
individuals previously known. No information youeteto consider what images belong to
the same person. It is very sensitive to changdighiting conditions in the different images
of the same person [27].

LDA method allows information between members & #ame category (images of
the same person ) to develop a set of feature neeothere he stressed the differences
between the different faces , while the changestdugghting , facial expressions and head
and face .which increases the contrast betweetatlees of samples, and reduces between
samples of the same category? [28].

FLD technology equivalent of LDA results obtainedhwFLD is much better than we
can get with PCA, especially when different liglgtioonditions across a range of images
training and testing, as well as changes in faexgressions, and give more weight to areas
such as the eyes, nose, cheeks, mouth becauswoit $sibject to change in different areas of
expression that a person can be [29].
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Other ways instead of using partial facial spacdiew neural network classification

and templates deformation and unusual - Elastighgnaatching.

"!ﬁ.x&l.ﬂﬂﬂﬁ

Figure 3.8: a) Eigenfaces, the b) Fisherfaces¢}h@placianfaces calculated from the images énddtabase
object [30].

3.8 Cons Face Discrimination Technology
Despite the success of these systems and theutsmrglbut it does not reach a perfect
score after because there are some factors thathmdgr the process of facial recognition,
and these constraints as follows [31]:
1. Glare caused by wearing sun glasses.

2. Long hair obscures the central part of the face.

3. Dim lighting that the resulting images are not clea

4. Double precision and clarity of images that aretakom a distance.

5. Changes in physiological characteristics in the faither because of old age or other.
6. Changes in the work environment reduce the accwhmyatching.

7. The possibility of misuse of the privacy of perserigen the registration process in the

case of uncooperative users and potential tariff.
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4. FEATURE EXTRACTION

4.1 Overview

The algorithm Principal component analysis PCA e @f the most successful
techniques that have been used in the field of @maggognition in the field of image
compression. PCA is classified as one of the sizdisnethods in this field.

The main objective of the PCA algorithm lies inuenhg the large dimensions of the
data to another smaller dimension. Containing basit important features of the original
data, and therefore, by reducing the dimensionghif we have been described more
economic data.

Fisher linear discriminant analysis FLD is usedréduce the dimension of feature
space toN-1 (N denotes the number of training samples). Then,tridvesformed space is
divided into two subspaces: the null space of wihilass scatter matrix and its orthogonal

complement, from which two cases of optimal disanent vectors are selected respectively.

4.2 Recognition System and Problems of Large Dimeiogsis

Problems usually appear in face recognition systehen dealing with systems large-
dimensional images can make many improvements apsk-tnatching and data transfer
existing data to lower dimensions. Thus we may lthweensionality reduction of the original
image with large dimensions of the new image witfaker dimensions.

For example, we have the following [32]:
X = [ Xy, Xy, X 17 (4.2)
And that within the space ™ after the author, by reducing the dimensions wearto the

last beam to any space consisting<afo that afteK <N [33].

Y =[Yi, Yo Vil (4.2)

The decrease Dimensions in turn leads to the lodglee loss of information, but the
goal of the algorithm is to reduce the dimensiohthe PCA data while retaining as much as
possible and important part of the informationhe briginal data. This process is equivalent

to retain as much as possible of the variationsciuwachges contained within the original data.
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The PCA calculates linear transformatidn which compares the data contained
within the space dimensions to the information pprave it within a partial-dimensional
space, at least, as the subject below:

Y1 S Xy +U,X, +o+1 Xy
) Yo Sl X, +1,X, +o+1, Xy

(4.3)

Y T Xy v X+ Xy
Or in other words
y =T, (4.4)
Whereas

_t11 t12 t]N_
U

: : . : (4.5)

_tkl tk2 tkN_

The optimum conversioil is a conversion that where the valpg — y| minimal.
Depending on the theory of PCA [35], it can defmespace with dimensions of at least
optimized through the use of the best X-self eigetars own matrix variation of the data
covariance matrix of the data. We mean: the raysetifapproval of the values of self-largest
largest eigenvalues of the matrix, contrast, arsb akferred to as the basic components

"principal components".
Suppose that ,1 , ...,l,, a set of M beam, each beam has the following déines

N x1[34].

4.3 The Basic Steps of PCA Algorithm

First step: we calculate the average beam for a given radiation

- 1Y

I=—)> 1 4.6
il (4.6)

Second stepWe are Normalize each scan, and put it throughctnter of the beam, which

was calculated in the first step

O =1 -1 (4.7)
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Third step: the formation of the matriXA =[CD1,CD2,--- P, ] Dimension$N xM .

Fourth  Step: we calculate the variance matrix (covariance  mpatr
C=ii¢ d = AAT (4.8)

M &t '
it is a matrix dimensionsl xN [35].
Fifth step: Calculate the eigenvaluei;l,/lzy__”/iN and self-raysU;,U,, ...,Uy matrix C
(Assuming tha#,, A, Ay ) [35].

Since the matribXC Symmetrical, thel,,U,, ...,Uy form the a set of X-basis vectors, and

therefore, any bearwithin the same space can be written in the fofra bnear fitting of
radiology self-linear combination of the eigenvesfousing the radiation that has been

holding normalize them, and therefore we have thiewing:

N
I=T=yu,+y,+---+yuy =Zyiui (4.9)
i=1

Sixth step (Dimensions loss)it is here in this step represent each bédw retaining only

approved for the largest valuksantrinsic value:

k
I—I=yu +yp,+ ey U =3y, (4.10)
i =1
Where K <N, in this case, theconvergencé so that it is| | = T |smaller.

Therefore, the linear transférincluded within the PCA defined by the basic comgas of

variance matrix covariance matrix.

u,, u,, U,

T = u,, u,, u,,
: : ) : (4.11)

_ulN U,y e Uy ]
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The PCA drop data along the trends that differ lmyendata than others (Figure 4.1).
These trends are identified through self-ray cattraatrix (eigenvectors of the covariance
matrix) of the values of self-approval largestdkst eigenvalues).

The magnitude of the size and amplitude values etifvip with the self-variation data along

trends self-rays.

Figure 4.1: Geometric interpretation algorithm P[38].

To decide what the number of principal componesnisore components that we need to keep

(mean value oK), it can be used the following criteria:

k
% >t (4.12)
Z i =1/]i

Wheret is the threshold (for example: take the followirgues of 0.8 or 0.9) artdvalue that
specifies the amount of information that will bepkevithin the data. What determines the
value oft; it can then determine the value Kf We cannot say that the error due to
dimensional reduction step given the following weord

1
error == > A (4.13)

2 i=k +1

It should be noted that the principal componentsetaon units used to measure the

original variables as well as on the field valuest tare assumed. Therefore, it should always

unite us (to make it a standard) data before usieglgorithm PCA.
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4.4 Self-Face Eeigenface PCA Algorithm Applied to&ce Images

The approach to facial self (eigenface approadrahm uses PCA to represent the
faces within the subspace low-dimensional, andiisaeted this space by taking advantage of
the X-self (eigenvectors) best any faces self (demes) matrix contrast portraits (covariance
matrix of the face images ) [37].

Assume that we have a group of M-face trainlpd , ...,| , each face image has

the following dimensiondN xN . The basic steps necessary to implement the P@aitdm
on a set of pictures faces [37]:

First step: are converted to represent each face ir L Je Biioes of the following
N xN to single beam[, the following dimensions ?x1 . This process can be

accomplished simply by row lines and one of thetarahe other, to turn from the matrix to
the single beam (as in Figure 4.2).

2
N x N image N x 1 vector

i

Figure 4.2: Beam represents a facial image [38].

Second step Central face is calculated through the followingelationship:

1 M
W= M—Z r (4.14)

i =1

Third step: Normalize is done for each beam ima?i : andguutard through the middle
of the face are as follows:

® =r, -v (4.15)
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Fourth step: The formation of the matriA =|:CD1, D,,---, P, :| consisting ofN ?xM .

Fifth step: is calculated contrast dimensional matrix contajrvariations faces. According to

the method of PCA, we need to calculate the sgltha matrixAA ™. But a very large matrix

(i.e. equal to exp®l *xN ?), and therefore, it is not feasible that we caltailher self-rays.

Instead, we will take into account Self-reVi mathi"A .Which in turn is much smaller

than the matrix (i.e., that the dimensidhsxM ).And then we calculate self-rays of the

matrix AAT from self-rays of the matrix.

Sixth step Calculations of the self-ray; of the matrix AAT. It can simply show the
relationship betweehl; andV, . As theV, X is a self-matriATA , they bring the following

relationship: AT AV, = uV . That's whereld; represents the values of self-approval.

If we beat both parties within the following matri@quation A Then we will get

AATAV. = AuVv. (4.16)
Or
CAV, =AuVv, ooCu,; = uu, (4.17)

Each of theAAT andATA has the same values as self-linked self-rays ¢frdhbe following

relationship:

u, = AV, (4.18)

It is worth to note that the matriRA ™ can have up tdN ? self-beam, while the matrid ™A
Can have up t¥ self- ray.
Rays can show that the self-matrix’A Better compatibilityM ray self-matrix AA "

(In other words, self-rays agree eigenvalues larger

Seventh step Self-rays are calculatdd; the matrix AA" Using the relationship

u, = AV, (4.19)

Note: You must do to normaliﬂeli So that it is| u. |= 1.
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Eighth step: (D-loss) are represented by each facéTransient retain only the values that
greater consensusintrinsic value:

: Kk
r—LIJ=y1U1+yzUz+"'+kak=Zy1“i (4.20)
i =1

Figure 4.3 below provides us emulates to self-tgmgroach eigenface approach. In the first
row, is showing a group of self-faces eigenfaces @elf-compatibility faces great
eigenvalues) comes the phrase "self-face" by tbetkat self-rays look like ghost images).
The second row, it shows us a new face, was exgasghe written form of the installation

of self-faces.

Figure 4.3: Simulation and representation of satiefapproach eigenface approach, each face capitesented

in the form of a linear fitting of self-faces [39].

Using PCA, each face imadecan be represented within the space with dimession

smaller than the dimensions of the original imagng the linear expansion coefficients:

Y1
Y2

Y«

(4.21)
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4.5 Fisher Linear Discriminant Analysis

The fisher linear discriminant analysis FLD is ookethe predictive discriminant
analysis techniques. It is to explain and predictralividual's membership in a class (group)
preset from its measured characteristics usingiqireel variables. In the example of Article
discriminant analysis, the Flea Beetles file, tigective is to determine the membership of
chips to a particular species from the width angle@nf the aedeagus (genitalia males of the
insect.)

The variable is bound to predict categorical (disey, it has three terms in our
example. Predictors are a priori all continuousweeer, it is possible to treat the discrete
predictors for adequate data preparation. The ffidinear discriminant analysis can be
compared to supervised methods developed in madeaming and logistic regression

developed in statistics [40].

4.5.1 Assumptions and Formulas

We have a sample dfl , observations distributed K staff groupsil, . NoteY, the

variable to predict, it takes its values {ﬁ/l,"' ,yk} , We haveJ predictor variables

X = (Xl,“' ' X ) . We note 4, , the centers of gravity of clouds conditional rmisi

Wk their variance-covariance matrix.

4.5.2 Bayesian Rule
The objective is to produce an allocation ruld : X :>{y1,~-,yk} that

predicts, for an observatiofV given its associated value ¥ffrom the values taken by.

Bayesian rule is to produce an estimate of thegpastprobability of assignment [41].
P(Y =y )xP (XY =y,)
k

z:i=1p(Y =yi)xP(X/Y =yi)

P (Y =¥« ) is the prior probability of belonging to a cIasB.(Y =Y ) , is the density

P(Y =yk/x)= (4.22)

function of X conditional on the clas¥ .
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The allocation rule for an individud®) rating becomes

Y (w) =Y *, ifand only if

y *, =argmax, P [Y (w)=y, /X (a))] (4.23)
The whole issue of discriminant analysis is thentopoffer an estimate of the quantity
P(X/Y =yk) _ (4.24)

4.5.3 The Parametric Discriminant Analysis - Hypotlesis Multi Normality

There are two main approaches to correctly estininatelistributionp (X /Y =Y« )

* The nonparametric approach makes no assumptiort gulistribution of local but
has a probability estimation procedure, adjacemtotbservation , rating. The best-
known procedures are Parzen kernels and methocariest neighbors. The main

difficulty is to define adequately the neighborhddd].

» The second approach makes an assumption abousthibution of clouds conditional
points; we speak in this case of parametric disoamt analysis. The hypothesis most

commonly used is undoubtedly the hypothesis moltiality.

In the case of multidimensional normal distributiahe distribution of clouds conditional

points written

fk (x) = %1 @S X A )WK (X ) -
(27)” x Wk [

Where| Wk | is the determinant of the variance-covarianceaimabnditional onY

The objective is to determine the maximum a postefprobability assignment, we can

neglect all that does not dependlorPassing the logarithm, we obtain the discrimirsare

which is proportional td” (Y =y, /X ) :

DY =y, . X |=2xL [P (Y =y, )]-L, IW [=(X = )W, (X - 1) 4.26)

The allocation rule is therefore
y *, =argmax, D[Y (w)=y,.X ()] 4.27)
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If we fully develop the discriminant score, we fititht it is expressed in terms of square and
cross product between the predictor variables. Ehealled quadratic discriminant analysis.
Widely used in research because it behaves veryinvérms of performance compared to
other methods, it is less common among practitenéndeed, the expression of the
discriminant score is rather complex, it is difficto clearly discern the direction of causality
between predictor variables and class membership.darticularly easy to distinguish evil
really critical variables in the classificationienpretation of results is quite dangerous.

4.6 The Homoscedasticity Assumption
A second hypothesis can further simplify the caltiohs, it is homoscedasticity:
variance covariance matrices are identical from graup to another. Geometrically, this
means that the point clouds have the same shage/¢dume) in the space of representation.
The variance-covariance matrix is estimated in #ase the variance-covariance

matrix calculated within-class with the followingpression.

1
W =—z n, XWk (4.28)
n -— K k
Again, we can evaluate the discriminant scorehall ho longer depends &nit becomes

D[Y =y, . X ]=2xL [P (Y =y, )]-(X =@ )W (X - p) (429

4.7 Linear Ranking Function
By developing the expression of the discriminanbrec after introduction of
homoscedasticity, we see that it is expressedrlyneath respect to the predictor variables.
There are many ranking functions as categoriehefvariable to predict, they are

linear combinations of the following form:

D(ylsx)=a0+a1xxl+”'+a3XXJ (4.30)

D(y, X)=by+b,xX +-+b; xX, (4.31)

This presentation is attractive in more ways thaa. dt is possible, by studying the
value and sign of the coefficients to determine divection of causality in the rankings.
Similarly, it is possible, as we shall see laterassess the significant role of variables in the

prediction.
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4.8 Euclidean Distance

In mathematics, the Euclidean distance is the nlistdoetween two points that is the
extent of the segment joining the two extreme @oily using this formula as distance,
Euclidean space becomes a metric space (in pajcdlhe traditional literature refers to this

metric as Pythagorean metric.

4.8.1 Fundamentals of Euclidean Distance

Tools Euclidean distance describes the relationshgach cell to the source or group
of sources on the basis of the distance alongagghktrline. There are three Euclidean tools
[43].

Euclidean distance of the instrument shows thewdest from each cell of the raster to
the nearest source. Tool Euclidean direction ind&ahe direction from each cell to the
nearest source. Symbol distribution Euclidean de#a(Euclidean Allocation) is used to

determine the cells which should be assigned tesdliece based on the maximum proximity.

4.8.2 The Euclidean Distance Algorithm

Euclidean distance is calculated from the sourcé¢isd center of a cell from the center
of each surrounding cell. In the tools to deterntime distance the true Euclidean distance is
calculated to each cell. From a conceptual pointiefv, the Euclidean algorithm works as
follows. For each cell, the distance to the souwrfceach cell is calculated by computing the
hypotenuse, and the values are the legg ofnax andy _max . This calculation gives a
true Euclidean distance, and not the distance legtwells. Measure the shortest distance to
the source, and if it is less than a predetermmeagimum distance, location on the output

raster is assigned a value [44].

— True Euclidean
"1
et il Distance

Source cells

SOURCE_RASTER

Figure 4.4: Determining the true Euclidean distad&s.
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The output values for the raster Euclidean distandéstance values denominated
floating-point numbers. If the cell is located la¢ tsame distance from two or more sources, it
will be attributed to the source, which was firgtd in the scanning process. The scanning
process cannot control you.

Description above - this is a conceptual descniptib how the values were obtained.
The actual algorithm computes the information usirtgvice- scanning. This process sets the
speed of the tool, which does not depend on thebeuf cell sources, the distribution of cell
sources and a given maximum distance. The compuatétne is linearly proportional to the

number of cells in the analysis.

4.8.3 Distance One-Dimensional

For two-dimensional points? = (px )eQ = (qx ) , the distance is calculated as:

Jo, -a,) =lp, -a, | (4.32)

It uses the absolute value since the distanceusllysa positive integer.

4.8.4 Distance Bi Dimensional
For two points in two dimensionspP = (pX Py )eQ = (qx 'y ) the distance is

calculated as [46]:

\/(|C>X—qx)2+(|oy—qy)2 (4.33)

4.8.5 Approximation for 2D Applications
A quick approximation of the distance in 2D base@dam octagonal around can be

calculated as follows. Bottfl, =|p,—q, | (absolute valuefd , =|p, —q, | .

There are other types of approximation. All gerigraly to avoid the square roots,

since they are expensive in computational termd,ar the source of several errors: speed
ratio. Using the above notation, the approximatibn + dy - (1/2) x min (dx ,dy) ,

an error between 0% and 12%. Best approximated emms of RMS error is
dx +dy - (5/8 xmin (dx ,dy) , for which an error is estimated between

-3% and 7% [47].

32



Note that if you need to compare distances (forctvlyiou just want to know for example
what the greater, not is the actual differenca)asnecessary to calculate the square root of
all if you take into account the following propesi

* If A2 is greater thaB2 , then also the distanéewill be greater than the distanBe

 Check if the distanceA is greater than the distan@B is as compare with

A2(2B2, 4B J ,and so on.

4.8.6 Distance Tri Dimensional
For two points in three dimensiort3,= (px Py 1P, )eQ = (qx dy A, ) the

distance is calculated as [48]:

\/(px‘qx)2+(py—qy)2+(pz—qz)2 (4.34)
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5. DESIGN OF FACE RECOGNITION SYSTEM

5.1. Overview

In this chapter the design of face recognition eayshas been performed. For feature
extraction of face images Principal Component Asigly?CA and Fisher Linear Discriminant
are used. For comparative analysis the Fast Piask® Matching FPBM were used. The
basic structure of face recognition system is givieme flowcharts of the designed program

have been described. The Euclidean distance hasdpgdied for classification of the faces.

5.2 General Structure of Face Recognition

The general structure of the face recognition mogrs shown in Figure 5.1. The inputs
of the system are face images. These images atemataied in image database. After
database creation, the used image is sent to #teréeextraction block. In these thesis two
methods- PCA and FLD are used for feature extraclilnese methods are applied to obtain
the principal components and linear componentsaoé fimages. Using these features the
classification of the images are carried out. Theigion is made if there is matching in the

classification block.

Input face images

.

Preprocessing

|

Features
Extraction

v
Classifications

/ Matching
Decision

Figure 5.1: General Structure of Face recognitiamymm.
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5.3 Flowcharts of Feature Extraction Methods

The two methods PCA, FLD were used for featureagetion during simulation. Each
of them was explained in chapter 4, and the flowtshaf these methods were given in this
section.

All image data are represented by greyscale vaRmsciples Component Analysis PCA
are used for feature extraction. Some operationsildhbe done for pre-processing of the
images. Figure 5.2 show converting all images fédinto 1D. Store 1D images in vector

calledT. Converting from 2D vector to 1D vector is donenggeshape function.

( START )

;_.-";Read images from
: database

v

reshape all images from 2D to 1D
vector (1)

( END )

Figure 5.2: Flowchart of converting 2D images ta 1D

Figure 5.3 shows the computing for mean, deviadiat eigenvector. After reading T
vectors from previous function, compute the meaagen The mean image means the average
for all images. After that, compute the deviationdll images (each one alone) from the
mean image. The deviation means the subtractirvgeleet an image and the mean image.
Then, compute the surrogate for covariance matrix.

Finally, compute the eigenvectors by multiplicatiof the deviation of an image and

surrogate matrix.
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1 START )
/ Read T vector /

l

Calculate mean image

|

Calculate deviation for each
image from mean image

|

Calculate the surrogate of covariance matrix

|

Calculate eigenvector of covariance matrix C

outputs :

mean, deviation, eigenvector

Figure 5.3: Flowchart for computing eigenvectors.

To make recognition, compute the minimum distamoenfEuclidean distances. Next
compute Euclidean distances, compute the databessges feature vectors into face space.

Figure 5.4 shows the steps for extracting the P&#ures from test image to make
recognition. PCA features are:

* Reshape tested image to 1D image vector.
» Compute the deviation for tested image and the rmeage.

* Compute the test image feature vector into faceespa
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START

Read tested
image

|

Reshape test image
to 1D

|

Compute the test image deviation
from the mean image

Compute the test image
feature vector

END

Figure 5.4: Flowchart for extracting of PCA featufer tested image.

Finally computed and store Euclidean distancesvachor by Subtraction of database
images features vectors from the test image feattgetor then:
1. Applying norm function for the result.

2. Square the result, the store it in that vector. Sgere 5.5.

Euclidean distance measure is applied to make neéoamg and compute the minimum
distance. To compute Euclidean distances, imagewveés projected into face space. The
deviations between test projected image and alintfages in database are determined. These
deviations are normalized and formed as Eucliddatartte and recognized index. Using
Euclidian distance the recognized index is deteechirif the recognized index belong to the
same person, that means success fully recogndtberwise recognition failed.
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START

Read database images features vectors,
the test image feature vector

l

Subtract all database images
features vectors from the test
image feature vector

norm the result and square it

|

Store all results in Euclidean
vector

|

Compute the minimum
Euclidean distance to get the
recognized index

YES

Recognized
index belong to
the same person?

NO

Recognition failed Successful recognition

END

Figure 5.5: Flowchart of recognition process froatltiean distance.
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Feature extractions in Fisher Linear Discriminamalgsis FLD use Euclidean
distance. So, it must be calculate some elemefa. &hd FLD share a lot of characteristics
and differ in some of characteristics. In this gett the common and the different

characteristics were explained.

Figure 5.2 shows converting all images from 2DLI Store 1D images in vector

calledT using reshape function. This converting processiume as process in PCA.

Figure 5.6 shows the computation of the mean imagesdeviation, and eigenvector
for PCA algorithm; database features vectors Fishner Fisher discriminant. Calculations of
the mean image and the deviation in FLD and PC/Aelthg same equations. The mean image
is the average of all database images. The deni&dioall images from the mean image is the
subtraction between an image and the mean imager &fat, compute the surrogate of
covariance matrix. Then, calculate the databastiries vectors on eigenspace as in PCA
algorithm. All of previous calculations are same RGGA calculations. So, FLD is called
sometimes Fisher PCA.

Next, calculate the mean image for each persorh(elass in database) in eigenspace.
From those mean images, generate two matricesfifgienatrix called the Within Scatter
matrix Sw and the second called the Between Scatter m&tixThe calculations of those
matrices depend on the mean images for each patsne (see FLD implementation). From
those matrices, the getting of Fisher discriminanvery easy by applying the eig (A, B)
function. To finish this algorithm, compute the jeciion of all database images onto Fisher

Linear space to use them in recognition process.
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START
/ Read T vector /

l

Calculate the mean image, the deviation, the surrogate
and eigenvectors of covariance matrix.

l

Compute database
images features vectors

l

Calculate the mean of each
person in Eigenspace

Calculate the Within scatter
matrix (Sw) and the
Between scatter matrix (Sb)

l

Projecting image onto
Fisher Linear space

l

Calculate the Fisher
discriminate basis's

|

Eliminating small Eigen and
sorting in descend order

l

Outputs:-
the mean image,
Eigenvector for PCA,
database features vectors for
Fisher images,
Fisher discriminant

END

Figure 5.6: Flowchart of FLD algorithm.
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To make recognition, compute the minimum distanaenf Euclidean distances.
Figure 5.4 shows the steps for extracting the Fldatdres from test image to make
recognition. FLD features are:

* Reshape tested image to 1D image vector.
» Compute the deviation for tested image and the rimeage.
» Compute the test image features vector.

Finally computed and store Euclidean distancesvachor by Subtraction of the database
feature vectors from test image feature vector:then

1. Applying norm function for the result.
2. Square the result, and store it in that vector.FSgere 5.5.

Euclidean distance measure is applied to make netomg and compute the minimum
distance. To compute Euclidean distances, imagéwneés projected into face space. The
deviations between test projected image and alintfages in database are determined. These
deviations are normalized and formed as Eucliddatartte and recognized index. Using
Euclidian distance the recognized index is deteechirif the recognized index belong to the

same person, that means success fully recogndtberwise recognition failed.
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5.4 Implementation of Principal Component Analysis
The colored images are converted in greyscale nusdey rgb2gray(x) function in
Matlab. Obtained images in database are converted 2D matrix to 1D image vectors.

Those become a train folder. We get
T, =[P..P, ] i=1.. M (5.1)

Before computingl’ vector we need to check if all images are in gralsor not. If
not, convert to greyscale Figure 5.10is a vector that contains the reshaping matrisnf@D
to 1D for all images. Number of rows in 1D matrsxmultiplication of the original rows and
columns. Assume there are 120 images in databder féd-igure 5.7. All images have the
same dimensions 92x112, for that the siz€ w&ctor will be 10304x120.

Figure 5.8: Tested images set (1).
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File Edit View Inset Tools Desktop Window Help File Edit View Insert Tools Deskiop Window Help

DEHS | FARUBDEL- S| 0E| DO Ndde | h|RR0UBDEL- (08O

Figure 5.10: Convert from RGB to grayscale.

Now calculate the mean image for database imagestnmation of allli according

to equation:
1 :

m:—ZTi A=1,2,...... M (5.2)
M =

Size of the mean image matrix for the same numbenages in database is 10304x1 because
of division by the number of images in databasderAthat compute the deviation of each
image from the mean image according to this formula

A =T —-m (5.3)
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The size of the deviation vector equals the siZ€ wéctor 10304x120. It is necessary
to get the surrogate of covariance ma@ixhich is equal t&€ = A x A'. The surrogate.|) is
equal toL = A x A'. The size of surrogate is 120 x 120 beeathe size of A' = 120x10304
and the size of A equals to 10304x120. Usel8gififnction, to getY D] variables. Diagonal
elements vector of D are eigenvalues for both ehdance and surrogate matrices. Sort and
eliminate all small eigenvalues. Those eigenvainast be greater than 1. If (D (i, i) > 1) then
add V to Diagonal elements vector. In this casesthe of Diagonal elements vector 120x116
because of D (1, 1), D (2, 2), D (3, 3) and D (Mark less than 1.

Next, calculations for Eigen vectors of covariameatrix are ready. Eigenvectors are
the multiplication between the deviation vectorsl a@ilmgonal elements vectors. The sizes of
them are 10304x120 and 120%x116 respectively. Seitleeof Eigenvectors is 10304x116. To
classify the recognition results, it is necessarycompute Euclidean distances between
projected test image and projected database image.

For database image, compute images features veatorface space by multiplication
of the transpose of Eigenvectors and the deviategtors of all images. Its size equals to
116x116 because of transpose of Eigenvectors siegual to 116x10304. The size of the
deviation vector is 10304x120. There are 116 rowly;ahey will be multiply with 116
columns of deviation vector. So the size will b&42116.

Next compute calculations with projected test insagegure 5.8, 5.9. It must calculate all
PCA features:

1. Convert test image to 1D vector.
2. Compute the deviation of tested image from the nieage.

3. Compute the features vector for tested image bytiptightion of transpose of

Eigenvectors with the deviation of tested image.

To generate Euclidean distance vector, computaifference of projected tested image
from all projected database images. Then computentbrm and the square for these
computed differences. Next compute the minimum iBeeah distance and its index. If this
index belong to the same person then the testedeirbalong to the same image. Then the

image is recognized successfully otherwise, nogeition.
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5.5 Implementation of Fisher Linear Discriminant

FLD is a method used to extract features for facages. Firstly, it must construct 2D
matrix from 1D image vectors, using reshape(imdgegtion in Matlab, those are in database
folder. By reshaping all image according to Equaii6.1). But, before computing vectors,
check if all images is grayscale or not. If nothweert to grayscale Figure 5.10. T is a vector
contains the reshaping matrices from 2D to 1D foinaages. Number of rows in 1D matrix
is multiplication of the original rows and colummsssume there are 120 images in database
folder, Figure 5.7. All images have the same dinmss92x112. The size df vector will be
10304x120.

Next calculate the mean image for database im&gesimmation of all Ti according
to Equation (5.2). The size of the mean image mdor the same number of images in
database is 10304x1 because of division by the purabimages in database. After that,
compute the deviation of each image from the mesge according to Equation (5.3).

The size of the deviation vector equals the siZ€ wéctor 10304%120. It is necessary
to get the surrogate of covariance ma@ixhich is equal t&€ = A x A'. The surrogate.() is
equal toL = A x A'. The size of surrogate is 120 x 120 beeathe size of A' = 120x10304
and the size of A equals to 10304x120. Use le)dunction, to get Diagonal elemenig D].
Diagonal elements vector of D are eigenvalues &t lof covariance and surrogate matrices.
Sort and eliminate all small eigenvalues. Thoseereiglues must be greater than 1.
If (D (i, i) > 1) then add V to Diagonal elemenisctor.

In this case, the size of Diagonal elements vet2x108 because of eliminating the
small eigenvalues. Next, calculations for Eigenteex of covariance matrix are ready.
Eigenvectors are the multiplication between theiat@n vectors and diagonal elements
vectors. The sizes of them are 10304x120 and 12®x&8pectively. So the size of
Eigenvectors is 10304x108. To classify the recagmitesults, it is necessary to compute
Euclidean distances between the features vectmstédd image and database images features
vectors.

Compute the eigenvectors in PCA by multiplying be tdeviation vectors of all
images and Diagonal elements vectors. Its sizeleqod 0304x108 because the size of the
deviation vectors is 10304x120 and the size ofahafjelements vectors equals to 120x108.
There are 108 columns in diagonal elements vectbey, will be multiply with 120 rows of
deviation vector. So the size will be 10304x108.
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To compute the Fisher LDA vector values, computetiiio matrices. First matrix is
the Within Scatter matrix and the second is thevBenh Scatter matrix.
Now compute calculations with the features vectotested image Figure 5.8, 5.9. It must
calculate all FLD features:

1. Convert test image to 1D vector.
2. Compute the deviation of tested image from the nieage.

3. Compute the features vector for tested image byiptichtion of transpose of Fisher

values vectors, transpose of PCA eigenvectorstandeaviation of tested image.

To generate Euclidean distance vector, computdifference between the FLD tested
image features vector and all FLD features vectdrdatabase images. Then, compute the
norm and square for differences results respegtizggxt compute the minimum distance of
Euclidean distances and its index. If this indefoihg to the same person that the tested image

belong to him, this image is recognized successtilierwise, no recognition.
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5.6 The Design Face Recognition Program

The system was developed for face recognition usingethod for feature extraction
PCA, FLD. This system can accept BMP images. Bk&iBges stored in a special folder
called database. TOSHIBA (Satellite-C850, A965¢l®@tCore™, i3-2310 M, CPU @ 2.10
GHz, Windows 7- 32 bit) was used as a device tahersystem using Matlab R2012a.

This section shows the general design of the prognad the function of each control
unit. Figure 5.11 shows the main window for thegoemn.

Inputs
— Per Process Database

) i—n
) D:Mace recognition mythesis\train for rami
- . 800
R1 . ; ;
Mumber of Persons in database i - 600
Not: the Max Number is 40 Persons 231~ S =
124 = |
— ] 400
Select Number of Images / Person ;: & |
to be in database folder ha 3 : ? 200
Not: the Maxis 10 Images / Person |7 _ -
0 h . .

Number of Images in Database = 115 images 0 100 150 200 250 360
Red histogram for tested image, Blue histogram for recognized image

— Test Imag

e
A J D:Mface recognition mythesisitestil {1).bmp
This is Image: 1 (5).bmp from database

~ Select Recognition Method —————————————— Recaognition Time: 0

€ S : - Person Name :Ahmed
_ 1 PCA Recognition 1@ FISHER Recogniticn Person Age 33

Figure 5.11: Start Program with default numberefspns and images per person.

To select a tested face image from test foldeckdine open test image button Figure 5.12,
5.13.

— Test Image

| ¥ D\face recognition mythesis\tests (1).bmp

Figure 5.12: Input test image by clicking the opetton.
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Look in: face recognition mythesis _'J - IC_QF Ed~

-

= Mame Date modified Type
Blaces . images 11/9/2013 &:20 PM Fflefolder
test 11/6/2015312:3% AM  File folder
" train 10/25/20138:44 PM  File folder |
Desktop train for rami 10/31/2013 3:05 PM  File folder
= |
e
LY !
Computer
oy
1 9 .
Metwork
||
4| i | }
File name: J _vj Cpen |
Files of type: | bmp) - Cancel
Bl

Figure 5.13: Window for input test image.

Select the database path by click the databaserb&igure 5.14. Then select the
number of persons in database (number of classds)amber of images per person from list
boxes Figure 5.15. The program designed to prealebtigs. So, you cannot enter the path of
database and the path of tested image. FigureshdBs messages to prevent bugs.

Select The Database Folder Path

BE Desktop

I | Libraries

> A AblU RaMaDaM

4 /8 Computer
&, Local Disk (C)
I Private Abu Ramadan (D:)
» =a FUN (Ez)

Folder: Local Disk {C]I

Make Mew Folder ]

Figure 5.14: Selection of database folder path.
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— Per Process Database

I
I D:\face recognition mythesis\train for rami

-y
. 27 &

Mumber of Persons in database 25
Mot: the Max Number is 40 Persons |20 —
20 -
Select Mumber of Images / Persaon 7 B
to be in database folder .
Mot: the Max is 10 Images / Person ?“E

Mumber of Images in Database = 300 images

Figure 5.15:; Determination of database images.

Figure 5.16: Messages to prevent bugs.

There are two methods used in this program PCARssiter LDA. Each method has a
special radio button Figure 5.17. The default geladas PCA recognition to prevent bug.

Select Recognition Method
[ 1 PCARecognition @ FISHER Recognition

Figure 5.17: Selection of recognition methods (PED).
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After doing of all previous tasks, press start gggbon button to get the results Figure 5.18.

Start Recognition:

Figure 5.18: Start recognition button.

Figure 5.19 show the results part in general. EguR0 shows the selected tested
image and rounded with red color for histogram dingwrigure 5.22.

Results’
1000
—Tested Imageg———
800}
600+
400 -
) mﬁ.n_.__,f'f%
0 L s : : : e
0 50 100 150 200 250 300

Red histogram for tested image. Blue hisiﬂgrém for recilgmzed image

This is Image: 1 (5) bmp from database =Y
Recognition Time: 0 1 Ty
Person Age :33
Figure 5.19: Results in the program.
— Tested Image — Recognized Image—

Figure 5.20: Tested image rounded with red color. Figure 5.21: Recognized image rounded with blue.

Color
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Figure 5.21 shows the recognized image from datatmdder rounded with blue color for

histogram drawing Figure 5.22.

1000 ¢
800 r
600

400

200+ Wak

U 1
0 50 100 150 200 250 300
Red histogram for tested image, Blue histogram for recognized image

Figure 5.22: Comparing histogram of input and otutmages.

Each output recognized image or not recognized enggssociated with texts to explain
the results Figure 5.23, 5.24. The texts consist of

1. Name of recognized image from database folder.

2. The time of recognition.

3. Person name and age.

This is Image: 1 (5). bmp from database

Recognition Time: 0 , .
Perg[?n Name ‘Ahmed This Person NOT Recognized

Person Age -33 Recognition Time: 0.0312

Figure 5.23: Text results for the recognized image. Ti9ure 5.24: Text results for the recognized image.
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The last part of the program shows some helpfubbgt To make the program integrated.

The HELP button shows all steps to do
the recognition using PCA and FLD.

Figure 5.25: HELP button.

The ABOUT button shows information

about the student and the department.

v

The EXIT button show a question
dialog options Figure 5.28

@ You preszed the exit button: Are you sure?
I Yes ‘ l ho ‘

Figure 5.28: Question dialog options.
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5.7 Tested Samples

The original Database of Faces that used as dataffasmerly 'The ORL Database of
Faces'), contains a set of face images taken betdee 1992 and April 1994 at the lab [49].
The database was used in the context of a facgmémm project carried out in collaboration
with the Speech, Vision and Robotics Group of thenGridge University Engineering
Department. For some subjects (persons), the images taken at different times, varying
the lighting, facial expressions: open, closed ewesiling, not smiling and facial details:

glasses and no glasses.

* First Test Sample: This sample test consists of 23 persons in datahade5 different
images per person. The tested image is “1 (1).bfrgph test folder. Images extension in

database and test folders is BMP.

Inputs
— Per Process Datab

!
1| D:Mace recognition mythesisitrain for rami

Number of Persons in database 3
Not: the Max Mumber is 40 Persons 2

Select Number of Images / Person
to be in database folder
Not: the Max is 10 Images / Person

Number of Images in Database = 115 images 0 5'0 100 1%,[) 200 Zéﬂ 300
Red histogram for tested image, Blue histogram for recognized image

— Test Imag

W
|0 | Daface recognition mythesisitest1 (1bmp
This is Image: 1 (2). bmp from database

— Select Recognition Method ————————————— Recognition Time: 0.2496

‘@ PCA Recognition "1 FISHER Recognition P n N ., A
Person Age :33

'Start Recognition|

Figure 5.29: Snapshot for tested sample.
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Information tables about images in database aned@mage using PCA algorithm.

Table 5.1: Information about images and matricegaitabase folder for PCA.

Information about images in database folder PCA
Extension of images BMP
Size of images 92 x 112
Color of images Grayscale
Number of persons in database 23
Number of images per person 5
Number of images in database 115
Size of T vector 10304 x 115
Size of The meam 10304 x 1
Size of The deviatioA 10304 x 115
Size of features vectors of database images — PCH4 x 114
Size of Euclidean distances 1x114
Minimum Euclidean distance 3.1732e+14

Table 5.2: Information about test image and madringest folder PCA.

Information tested image PCA
Extension of image BMP
Size of image 92 x 112
Color of image Grayscalg
Size of T vector 10304 x 1
Size of The deviatioA 10304 x 1
Size of features vector of testimage 114 x 1
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Information tables about images in database aned@smage using FLD algorithm.

Table 5.3: Information about images and matricegaitabase folder FLD.

Information about images in database folder FLD

Extension of images BMP
Size of images 92 x 112
Color of images Grayscale
Number of persons in database 23
Number of images per person 5
Number of images in database 115
Size ofT vector 10304 x 115
Size of The meam 10304 x 1
Size of The deviatioA 10304 x 25
Size of features vectors of database images — P@B304 x 20
Size of features vectors of database images — Fl43 25
Size ofSw andSh matrices 20 x 20
Size of Euclidean distances 1x25
Minimum Euclidean distance 0.9165

Table 5.4: Information test image and matrice®st folder FLD.

Information tested image FLD
Extension of image BMP
Size of image 92 x 112
Color of image Grayscale
Size ofT vector 10304 x 1
Size of The deviatioA 10304 x 1
Size of features vector of test imaPé x1
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Table 5.5: Results for “1 (1).bmp” face image usH@A.

Results for “1 (1).bmp” recognition PCA

Tested image

Figure 5.30: Tested image “1 (1).bmp”.

— Recognized Image—

Results using PCA

This is Image: 1 (2).bmp from database
Recognition Time: 0 2652

Person Name :Ahmed
Person Age -33
Figure 5.31: Recognized image using PCA algorithm.
1000 -
800 |
600 |
Tested image histogram
VS. 400
Recognized image histogram 2001 )\m“nﬂ
[] 1 1 1 ]
0 50 100 150 200 250 300

Red histogram for tested image, Blue histogram for recognized image

Figure 5.32: Input and output histograms.
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Table 5.6: Results for “1 (1).bmp” face image udhid.

Results for “1 (1).bmp” recognition FLD

Tested image

Figure 5.33: Tested image “1 (1).bmp”.

— Recognized Image—

Results using FLD
This is Image: 1 (5).bmp from database
Recognition Time: 0.0468

Person Name :Ahmed

Person Age 33
Figure 5.34: Recognized image using FLD algorithm.
1000 ¢
800
600 |
Tested image histogram
VS. 400+
Recognized image histogram 2001 M‘ﬂ
D 1 1 1 ]
0 5 100 150 200 250 300

Red histogram for tested image, Blue histogram for recognized image
Figure 5.35: Input and output histograms.
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* Second Test SampleThis sample test consists of 23 persons in databade8
different images per person. The tested imagelg1)lbmp” from test folder. Images
extension in database and test folders is BMP. drfggnal Database of Faces is the
same database that was used in the first test eampl

— Per Process Datab

i
;{_ Diface recognition mythesihtrain for rami

Number of Persons in database
Not: the Max Number is 40 Persons

Select Number of Images / Person
to be in database folder
Not: the Max is 10 Images / Person

Number of Images in Database = 184 images

— Test Imag

i ® |
|| Dtace recogniton mythessesti1 (1) omp |

— Select Recognition Method
@/ PCA Recognition | FISHER Recognition

Start Recognition

0 50 100 150 200 250 300
Red histogram for tested image. Blue histogram for recognized image

This is Image: 11 (5).bmp from
database

Recognition Time: 0.624
Person Name :Alexander
Person Age -37

Figure 5.36: Snapshot for tested sample.
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Information tables about images in database aned@mage using PCA algorithm.

Table 5.7: Information about images and matricedatabase folder PCA.

Information about images in database folder PCA
Extension of images BMP
Size of images 92 x 112
Color of images Grayscale
Number of persons in database 23
Number of images per person 8
Number of images in database 184
Size of T vector 10304 x 184
Size of The meam 10304 x 1
Size of The deviatioA 10304 x 184
Size of features vectors of database images — PC&L x 181
Size of Euclidean distances 1x181
Minimum Euclidean distance 1.1226e+14

Table 5.8: Information about test image and madringest folder PCA.

Information tested image PCA
Extension of image BMP
Size of image 92 x 112
Color of image Grayscale
Size of T vector 10304 x 1
Size of The deviatioA 10304 x 1
Size of features vector of test imawngl x1
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Information tables about images in database aned@smage using FLD algorithm.

Table 5.9: Information about images and matricegaitabase folder FLD.

Information about images in database folder FLD

Extension of images BMP

Size of images 92 x 112
Color of images Grayscale
Number of persons in database 23
Number of images per person 8

Number of images in database 184

Size of T vector 10304 x 184
Size of The meam 10304 x 1
Size of The deviatioA 10304 x 46
Size of features vectors of database images — PC@304 x 56
Size of features vectors of database images — FI/B 64

Size ofSw andSh matrices 56 x 56
Size of Euclidean distances 1 x 64
Minimum Euclidean distance 5.5315e-15

Table 5.10: Information test image and matricetest folder FLD.

Information tested image FLD
Extension of image BMP
Size of image 92 x 112
Color of image Grayscale
Size of T vector 10304 x 1
Size of The deviatioA 10304 x 1
Size of features vector of test ima‘gé x1
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Table 5.11: Results for “11 (1).bmp” face imagengdP CA.

Results for “11 (1).bmp” recognition PCA

Tested image

Figure 5.37: Tested image “11 (1).bmp”.

— Recognized Image—

Results using PCA This is Image: 11 (5).bmp from
database

Recognition Time: 0.5772
Person Name -Alexander
Person Age 37

Figure 5.38: Recognized image using PCA algorithm.

600 -
500

400+

Tested image histogram 300+

VS. 200

Recognized image histogram 100 ~/L

U i 1 ]
0 50 100 150 200 250 300
Red histogram for tested image, Blue histogram for recognized image

Figure 5.39: Input and output histograms.
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Table 5.12: Results for “11 (1).bmp” face imagengsrLD.

Results for “11 (1).bmp” recognition FLD

Tested image

Figure 5.40: Tested image “11 (1).bmp”.

— Recognized Image—

Results using FLD

This Person NOT Recognized ‘
Recognition Time: 0.0312

Figure 5.41: Recognized image using FLD algorithm.
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Figure 5.42: Input and output histograms.
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5.8 Results

The simulation results of the face recognition eystare obtained using PCA and FLD
feature extraction techniques. The simulationspamormed in two stages. In first stage the
noisy tested images, in second stage tested imeg®ut noisy are considered for
recognition. For each experiment the recognitide mas obtained. For the first stage, the

results are given in Table 5.13. For the secorgksthe results are given in Table 5.14.

In first experiment, 138 images of 23 persons aker. In image database each person
has 6 different images. The number of noisy testahes in this experiment is 46. Using
PCA 40 images was recognized successfully and ni#oog rate was 86.9%. Using FLD 42
images was recognized successfully and recogmisittnwas 86.9%. Using FPBM 36 images
was recognized successfully and recognition rate ¥8a2%.

In the second experiment, 231 images are takendababase these images are
belonging to 33 persons. Each person has 7 diffémeamges. Number of noisy tested images
that is used in this experiment was 99. Using PQAIrBages was recognized successfully
with recognition accuracy 91.9%. Using FLD 92 imageas recognized successfully with
recognition accuracy 92.9%. Using FPBM 75 images wecognized successfully with
recognition accuracy 75.6%.

In the third experiment, 320 images are taken. @hasages are belonging to 40
persons and each person has 8 different imagesb&tuof noisy tested images that are used
in this experiment was 80. Using PCA 71 images wesognized successfully with
recognition accuracy 88.7%. Using FLD 75 images wasognized successfully with
recognition accuracy 93.8%. Using FPBM 59 images wecognized successfully with
recognition accuracy 73.8%.

Table 5.13: Recognition rates of the system fosytested face images.

Subjects Tested| Facesin PCA FLD FPBM
faces | database| R.R E.R R.R E.R R.R E.R
23 46 138 86.9% 13.1% 91.3 % 87% 782% 21.8%
33 99 231 919% 8.1% 92.9 % 71% 75.6% 244 %
40 80 320 88.7% 11.3% 93.8 % 6.2% 73.§% 26.2%

63



In next stage the simulation results were obtaingidg non-noisy tested images from
second set. Table 5.14 shows the simulation resdiltson-noisy faces recognition system
using PCA and FLD algorithms and FPBM for comparing

In first experiment, 65 images of 13 persons akertaln image database each person
has 5 different images. Number of tested imagesubked in this experiment is 65. Using
PCA 59 images was recognized successfully and netoog rate was 90.8%. Using FLD 62
images was recognized successfully and recogmisittnwas 95.4%. Using FPBM 45 images
was recognized successfully and recognition rate 68a2%.

In the second experiment, 135 images are takendababase these images are
belonging to 27 persons. Each person has 5 diffemeages. Number of tested images that is
used in this experiment was 135. Using PCA 127 emagas recognized successfully with
recognition accuracy 94.1%. Using FLD 130 imagess wecognized successfully with
recognition accuracy 96.2%. Using FPBM 90 images wecognized successfully with
recognition accuracy 66.7%.

In the third experiment, 200 images are taken. @hasages are belonging to 40
persons and each person has 5 different imagesb&uofh tested images that are used in this
experiment was 200. Using PCA 189 images was rezedrsuccessfully with recognition
accuracy 94.5%. Using FLD 191 images was recogngactessfully with recognition
accuracy 95.5%. Using FPBM 125 images was recogng&ecessfully with recognition
accuracy 62.5%. The simulation results demonstheefficiency of using of PCA and FLD

methods over FPBM method in facet recognition.

Table 5.14: Recognition rates of the system fornoisy tested face images.

Subjects Tested| Facesin PCA FLD FPBM
faces | database| R.R E.R R.R E.R R.R E.R
13 65 65 90.8% 9.2% 95.4 % 46% 69.2% 30.8%
27 135 135 94.19 5.9 % 96.2 % 38% 66.1% 33.3%
40 200 200 9459 5.5 % 95.5 % 45% 6293% 37.5%
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6. CONCLUSION

In this thesis face recognition system was desigmg&idg MATLAB program. Two
different feature extraction methods PCA, FLD an®BM and Euclidean distance
classification were used to develop the system. sthecture of face recognition system was
designed. The used feature extraction methodsemeribed in detail. Using PCA and FLD

the design of face recognition system has beemimeed.

The designed system was tested with two typesasf fimage data sets. In the first data
base the face images have noise and in secondadatédce images did not have noise. The

results were recorded as recognition rate.

Simulation of face recognition system has beenoperéd for two kinds of test images:
noisy and without noisy cases. The best averagegnétion rate of noisy face recognition
system was obtained using FLD method. This recmgnitate equals to 92.7%. The best
average recognition rate of non-noisy face recagmisystem was also obtained using FLD

method. This recognition rate equals to 95.7%

Simulation results for FPBM method have averagegeition rate for noisy face images
75.9%. For non-noisy face images the average réognrate was 75.1%. The best
recognition rate using FPBM and with noisy face gesm was 78.2%. The best recognition
rate using FPBM without noisy face images was 69.PB&at means, the FPBM method is not

useful for noisy and non-noisy face images.

Simulation results for FLD method have average gatmn rate for noisy face images
92.7%. For non-noisy face images the average rémgnrate was 95.7%. The best
recognition rate using FLD and with noisy face imagvas 93.8%. The best recognition rate
using FLD without noisy face images was 95.5%. Thaans, the FLD method is useful for

noisy face images and non-noisy face images.

Simulation results for PCA method have averagegeition rate for noisy face images
89.2%. For non-noisy face images the average rémgnrate was 93.1%. The best
recognition rate using PCA and with noisy face ismwas 91.9%. The best recognition rate
using PCA without noisy face images was 94.5%. Thaans, the PCA method is useful for

noisy and non-noisy face images.

The FLD method is the best for noisy and no-nomgdes. The PCA method is useful

for non-noisy face images. FPBM is not useful fothbnoisy and on-noisy.
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Face recognition system was designed using MATLAB2a package. MATLAB is a
good environment to develop different feature ettom methods using GUI. GUIDE (GUI
development environment) provides tools for designiGUIs for custom applications.
GUIDE then automatically generates the MATLAB cdde constructing the Ul, which you
can modify to program the behavior of an applicatid-or classification purpose the

Euclidean distance algorithm is used.
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