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ABSTRACT 

 

 
This research is aimed to design an iris recognition system. There are two main steps to 

verify the goal. First, applying image processing techniques on the picture of an eye for data 

preparation. Second, applying Neural Networks techniques for identification. 

The image processing techniques display the steps for getting a very clear iris image 

necessary for extracting data from the acquisition of eye image -in standard lighting and 

focusing-. This picture contains the entire eye (iris, pupil and lashes). So, the localization of 

the iris is very important. Locating the Iris is done by following the darkness density of the 

pupil. The new picture has iris with pupil -in its narrow size- and this picture is not perfectly 

clear. Therefore, it should be enhanced to bring out the pattern. The enhanced picture is 

segmented into 100 parts, then a standard Deviation (STD) can easily be computed for every 

part. These values will be used in the neural network for the identification.  

Neural network techniques explain two ways for comparisons, Linear Associative Memory 

Neural Network and Back Propagation Neural Network. The Back Propagation Neural 

Network succeeded in identification and getting best results because it attained to 

Recognition Rate equal to90%, while the Linear Associative Memory Network attained to 

Recognition Rate equal to 80%. 

 

 

Keywords: Back Propagation Neural Network, Linear Associative Memory Neural Network 

      Artificial neural network, Near infrared, Standard deviation 
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ÖZET  

 
Bu araştırma,  iris tanıma sisteminin dizayn edilmesini amaçlamaktadır. Hedefin doğruluğunu 

kanıtlamak için  iki adım vardır. Birincisi, veri hazırlanması için göz görüntüsü üzerine 

görüntü işleme tekniklerinin uygulanmasıdır.  İkincisi ise, tanımlama için Sinir Ağları 

tekniklerinin uygulanmasıdır.  

Görüntü işleme teknikleri, göz görüntüsünün –standard ışıklandırma  ve odaklanmada - 

alınmasından veri elde etmek için gerekli olan çok net bir iris görüntüsü almaya yönelik 

adımları göstermektedir. Bu görüntü, tüm gözü (iris, gözbebeği ve kirpikler) içermektedir. 

Böylece, irisin yerinin belirlenmesi çok önemlidir. İris yerinin belirlenmesi, gözbebeğin 

siyahlık yoğunluğunun izlenmesiyle yapılmaktadır. Yeni görüntünün gözbebeği ile irisi 

vardır-dar ebatı içerisinde-ve ayrıca bu resim tam net değildir. Dolayısıyla, şekil düzeninin 

ortaya çıkarılması için görüntünün büyütülmesi gerekmektedir. Büyütülmüş görüntü, 100 

parçaya bölünmekte ve daha sonra her parça için bir standart sapma (SP) kolaylıkla 

hesaplanabilmektedir. Bu değerler, tanımlama yapmada sinir ağı içerisinde kullanılacaktır.  

Sinir ağı teknikleri, karşılaştırmalar için,  Lineer İlişkisel  Bellek Sinir Ağı ve Geri Yayınımlı 

Sinir Ağı olmak üzere iki usul  açıklamaktadır. Geri Yayınımlı Bellek Sinir Ağı, tanımlamayı  

ve en iyi sonuçları almayı başarmıştır, çünkü, Lineer İlişkisel Bellek Ağı %80’lik bir tanıma 

oranına erişirken Geri Yayınımlı Sinir Ağı %90’lık bir tanıma oranına  erişmektedir.     

 

 

Anahtar Kelimeler: Geri Yayınımlı Sinir Ağı, Lineer  İlişkisel Bellek Sinir Ağı, Yapay Sinir  

         Ağı, Yakın Kızılötesi, Standard Sapma   
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INTRODUCTION 

 

 

Since the last century, several biometric techniques were used for identification of humans. 

These techniques are Iris recognition, Face recognition, Fingerprint recognition, Voice 

recognition, etc. Each of these techniques has number of real life applications [1].  

Iris Recognition refers to the automated method of verifying a match between two irises of 

human. Irises are one of many forms of biometrics used to identify individuals and verify 

their identity [1].  

The aim of this thesis is design iris recognition system using Linear Associative Memory and 

Back propagation Neural Network. Iris recognition system is divided into two main stages. 

The first one is used to extract the features from the iris image, and the second stage is used 

for classification of patterns. Feature extracting is a very important step in iris recognition 

system. This thesis touches on two major classes of algorithms used for extraction of the 

features of face images. The recognition rate of the system depends on the meaningful data 

that are extracted from the iris image. So, important feature should be extracted from the 

images. If the features belong to the different classes and the distance between these classes 

are big then these features are important for given image. The flexibility of the class is also 

important. There can never be exact match between the images of the same iris even if they 

were from the same person.  

There are different methods designed for image feature extraction. These methods involve 

different classification like Holistic and local feature-based techniques. In Holistic method 

the whole iris image is applied as input to recognition operation very similar to the well-

known PCA based method. In second method local features are extracted such as location 

and local statistics of eyes for iris detection. Iris recognition techniques are considered which 

involves Linear Associative Memory and Back Propagation Neural Network.  

The general purpose is the high confidence recognition of an individual’s identity by a 

mathematical analysis of the random patterns that are scanned for the iris of an eye [12]. 

Reliable automatic recognition of persons has long been an attractive goal [9]. 

The goal is to achieved through following steps. First one is by applying image processing 

techniques for clarifying iris image necessary for extracting data by using iris acquisition, iris 

localization, iris enhancement and iris segmentation. The second step involves Neural 
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Network techniques for comparison and identification, which focuses on Linear Associative 

Memory (LAM) and Back Propagation Neural Network (BPNN). 

The thesis is organized along seven chapters. Chapter One covers the introduction. Chapter 

two describes the different biometric systems especially iris recognition system. Chapter 

Three and Chapter four gives a theoretical basic for image processing and artificial neural 

networks. Chapter Five describes the image processing steps and neural network suggested 

topology methods. Chapter Six includes discussion and comparison of the results introduced. 

Finally, the conclusions and some suggestions for future works are given in Chapter Seven. 
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CHAPTER 2 

BIOMETRIC AUTHENTICATION SYSTEMS 

 

 

2.1 Overview 

Biometrics is a methodology for recognizing and identifying persons based on 

individual and distinct physiological or behavioral characteristics. A good biometric 

has two basic characteristics: Stability and Distinctiveness. A stable biometric 

doesn’t change over time. “Clearly, hair length would not be a good biometric 

identifier”. A distinctive biometric is unique to an individual [1]. 

Traditional methods for personal identification are based on what a person possesses (a 

physical key, ID card, etc.) or what a person knows (a secret password, etc.). These methods 

have some problems. Keys may be lost, ID cards may be forged, and passwords may be 

forgotten.  

In recent years, biometric personal identification grows as an interesting field from 

industrial and academic point of view [2].  

So, biometric methods are security technologies which use human characteristics for personal 

identification. Iris recognition systems use iris textures as unique identifiers [3]. 

 

2.2 Biometric Systems 

Biometric technologies can be divided into two major categories according to what they 

measure: 

 Devices based on physiological characteristics of a person (such as the fingerprint or 

hand geometry). 

 Systems based on behavioral characteristics of a person (such as signature dynamics). 

[4] 

Today, biometric recognition is a common and reliable way to authenticate the identity of a 

living person based on physiological or behavioral characteristics.  
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Physiological characteristics are relatively stable physical characteristics, such as fingerprint, 

iris pattern, facial feature, hand silhouette, etc. This kind of measurement is basically not 

being changed without significant duress. A behavioral characteristic is a reflection of an 

individual’s psychological makeup as signature, speech pattern, or how one types at a 

keyboard.  

The degree of intra-personal variation in a physical characteristic is smaller than a behavioral 

characteristic.  

For examples, a signature is influenced by both controllable actions and less psychological 

factors, while speech pattern on the other hand is influenced by current emotional state, as for 

fingerprint template, is independent [5]. 

In general physiological biometrics systems are more accurate and have a higher cost than 

behavioral biometrics systems as shown in Figure 2.1 [1] 

 

 

Figure 2.1: Examples of biometric characteristics that are commonly used [1] 

 

 

 

 

 

 
(a) face 

 
(b) finger print 

 
(c) hand geometry 

 
(d) iris 

 
(e) signature 

 
(f) voice 
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2.3 Biometric Classification 

2.3.1 Fingerprint Recognition 

Fingerprint recognition technology is probably the most widely used and well-known 

biometric. Fingerprint recognition relies on features found in the impressions made by 

distinct ridges on the fingertips. There are two types of fingerprints: flat or rolled. Flat prints 

are an impression of only the central area of the finger pad, while rolled prints capture ridges 

on the sides of the finger as well as the central portion between the tip and first knuckle. 

Fingerprint images are scanned, enhanced and then converted into templates. These templates 

are saved in a database for future comparisons using optical, silicon, or ultrasound scanners. 

Ultrasound appears to be the most accurate one, but is rarely used; optical scanners are most 

commonly used See Figure 2.2 [6] 

 

Figure 2.2: Sample of fingerprint picture [6] 

 

2.3.2 Facial Recognition 

Face recognition technology identifies individuals by analyzing certain facial features such as 

the upper outlines of the eye sockets or sides of the mouth. Typically, facial recognition 

compares a living person with a stored template, but it has also been used for comparison 

between static images and templates. This technology is a biometric system that can routinely 

be used in a secure manner, for surveillance, since a person's face is easily captured by video 

technology [6]. Figure 2.3 shows the set of landmarks for anterior facial recognition used in 

analysis:  

 

Figure 2.3: Sample of facial picture with anterior landmarks [6] 
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2.3.3 Voice Recognition 

Voice recognition technology for identifying people is based on the differences in the voice 

resulting from learned speaking habits. When an individual is enrolled, the system captures 

samples of the person's speech as the individual says certain scripted information into a 

microphone or telephone multiple times. This information is known as a "pass phrase." 

(There are also some biometric systems available that can distinguish between people's 

voices without requiring a predefined phrase). The pass phrase is then converted into a digital 

format and distinctive characteristics (e.g., pitch, cadence, tone) are extracted to create a 

template for the speaker. Voice recognition templates require the most data space of all the 

biometric templates [6]. 

However, voice recognition is a biometric technique based on behavioral characteristic which 

can be negatively affected by the current physical condition and the emotional state. The 

accuracy of the Voice recognition can also be affected by the background and system noise in 

the input signal. This increases the false rejection rate [4].  

 

2.3.4 Retina 

Retina scan is based on the blood vessel pattern in the retina of the eye. Retina scan 

technology is older than the iris scan technology that also uses a part of the eye. The first 

retinal scanning systems was launched by EyeDentify in 1985. The main drawback of the 

retina scan is its intrusiveness. The method of obtaining a retina scan is personally invasive. 

A laser light must be directed through the cornea of the eye. Also the operation of the retina 

scanner is not easy [4]. See Figure. 2.4 below  

 

 

Figure 2.4: Sample of retina picture [4] 
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2.3.5 Hand geometry 

Hand geometry is based on the fact that nearly every person’s hand is shaped differently and 

that the shape of a person’s hand does not change after a certain age. Hand geometry systems 

produce estimates of certain measurements of the hand such as the length and the width of 

fingers. Various methods are used to measure the hand. The optical method is much more 

common today. Optical hand geometry scanners capture the image of the hand and use the 

image edge detection algorithm compute the hand’s characteristics. Only Two-Dimensional 

(2D) characteristics of the hand can be used in this case [4]. See Figure. 2.5  

 

 

Figure 2.5: Sample of hand picture [4] 

 

2.3.6 Signature dynamics 

The signature dynamics recognition is based on the dynamics of making the signature, rather 

than a direct comparison of the signature itself afterwards. The dynamics is measured as a 

means of the pressure, direction, acceleration and the length of the strokes, number of strokes 

and their duration. Pioneers of the signature verification first developed a reliable statistical 

method in 1970s. This involved the extraction of ten or more writing characteristics such as 

the number of times the pen was lifted, the total writing time and the timing of turning points 

[4]. See Figure. 2.6  

 

Figure 2.6: Sample of signature picture [4] 



8 

 

2.4 Iris Recognition 

2.4.1 Features of Iris Recognition 

Iris is a coloured circular muscle, which is beautifully pigmented giving us our eye’s colour 

(the central aperture of the iris is the pupil). This circular muscle controls the size of the pupil 

so that more or less light, depending on illumination conditions, is allowed to enter the eye 

[1], As shown below in Figure. 2.7 

 

 

Figure 2.7: Sample of iris picture showing the patterns and the pupil [1] 

 

 

It consists of lines, dots, rings, rifts, pits, crypts, freckles, striations, contraction furrows, 

coronas and serpentine vasculature [1,7,8]. 

 Scientists have identified 250 features unique to each person’s iris – compared with about 40 

for fingerprints – and it remains constant through a person’s life, unlike a voice or a face, 

fingerprint and hand patterns which can be changed through alteration or injury. 

So, iris identification is more accurate than other high-techniques identification systems 

available that scans voices, faces, and fingerprints [1]. See Figure. 2.8 

 

Figure 2.8: Iris features [1] 
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The iris begins to form in the third month of gestation and the structures creating its pattern 

are largely complete by the eighth month, although pigment accretion can continue into the 

first postnatal years [9-12]. In addition, the iris is well protected from the environment. 

It is the most individually distinctive feature of the human body. No two irises are alike, not 

even among twins [1,13]. In fact, left and right irises of one individual are not identical. The 

statistical probability that two irises are never be exactly the same is estimated at 1 in 10
72

; 

Iris recognition is statistically more accurate than DNA testing [7].  

For all of these reasons, iris patterns become interesting as an alternative approach to reliable 

visual recognition of persons when imaging can be done at distances of less than a meter, and 

especially when there is a need to search very large databases without incurring any false 

matches despite a huge number of possibilities.  

Although small (11mm) and sometimes problematic to image, the iris has the great 

mathematical advantage that its pattern variability among different persons is enormous. Iris 

colour is determined mainly by the density of melanin pigmint in its anterior layer and 

stroma, with blue irises resulting from an absence of pigment long-wavelength light 

penetrates while shorter wavelengths are scattered by the stroma [9]. 

 

 

 

 

 

 

 

 

 

 

 



10 

 

However, the iris pattern is so highly detailed in that the identification procedure become 

more difficult.  

Table 2.1: shows the comparison of the main biometrics [14] 

 

2.5 Summary 

The feature of vital physiological characteristic of every human, such as fingerprint and eye, 

face, hand, voice and signature have achieved significant improvement in personal 

identification. The extracted feature of this biometrics have made a significant achievement 

in reducing many of the problems and weaknesses that faced with the traditional way of 

verifying the identity (persons) using passwords. Despite the degree of high security achieved 

by these techniques the accuracy recognition systems did not reach to 100% yet. For this 

reason the design of new techniques for feature extraction and image recognition become 

important computer science. 

Characteristic Fingerprints 
Hand 

Geometry 
Retina Iris Face Signature Voice 

Ease of Use High High Low Medium Medium High High 

Error 

incidence 

Dryness, 

dirt, age 

Hand 

injury, age 
Glasses 

Poor 

Lighting 

Lighting, 

age, 

glasses, 

hair 

Changing 

signatures 

Noise, 

colds, 

weather 

Accuracy High High 
Very 

High 

Very 

High 
High High High 

User 

acceptance 
Medium Medium Medium Medium Medium Medium High 

Required 

security level 
High Medium High 

Very 

High 
Medium Medium Medium 

Long-term 

stable 
High Medium High High Medium Medium Medium 
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CHAPTER 3 

 THEORETICAL PRINCIPLES OF IMAGE PROCESSING 

 

 

3.1 Overview 

In this chapter, an introduction to image processing, basic principles, filtering, morphology 

and enhancement is presented.  

3.2 Image processing 

Image processing refers to the various operations performed on images that are digitally 

stored as an aggregate of pixels in order to obtain new image with required specifications. 

There are many subjects in image processing, including artistically transforming the image, 

finding and recognizing objects in an image and enhancing or degrading the quality of the 

image [18].  

Images have their information encoded in the spatial domain. In other words, features in 

images are represented by edges, not sinusoids. This means that the spacing and number of 

pixels are determined by how small are the features needed to be seen, rather than by the 

formal constraints of the sampling theorem [19].  

 

Figure 3.1: The block diagram of image analysis process [19] 

 

3.2.1 Cameras and Eyes 

The structure and operation of the eye is very similar to an electronic camera, and it is natural 

to discuss them together. Both are based on two major components, a lens assembly and an 

imaging sensor.  

 

Preprocessing 

 

Input image 

 

Data reduction 

 

Feature analysis 
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The lens assembly captures a portion of the light emanating from an object and focuses it 

onto the imaging sensor. The imaging sensor then transforms the pattern of light into a video 

signal, either electronic or neural.  

Figure 3.2 illustrates the major structures in Charged Coupled Device (CCD) electronic 

camera and the human eye, respectively.  

Both are light tight enclosures with a lens mounted at one end and an image sensor at the 

other. The camera is filled with air, while the eye is filled with a transparent liquid. Each lens 

system has two adjustable parameters: focus and iris diameter. If the lens is not properly 

focused, each point on the object will then project to a circular region on the imaging sensor, 

causing the image to be blurry. In the camera, focusing is achieved by physically moving the 

lens towards or away from the imaging sensor. In comparison, the eye contains two lenses, a 

bulge on the front of the eyeball called the cornea, and an adjustable lens inside the eye. The 

cornea does most of the light refraction, but is fixed in shape and location. Adjustment to the 

focusing is accomplished by the inner lens, a flexible structure that can be deformed by the 

action of the ciliary muscles. As these muscles contract, the lens will flatten to bring the 

object into a sharp focus. In both systems, the iris is used to control how much of the lens is 

exposed to light, and therefore the brightness of the image projected onto the imaging sensor. 

The iris of the eye is formed from opaque muscle tissue that can be contracted to make the 

pupil (the light opening) larger. The iris in a camera is a mechanical assembly that performs 

the same function [19]. 

 

 

(a) Diagram of an electronic CCD camera. (b) Diagram of the human eye 

Figure 3.2: Major structures in an electronic camera and the human eye [19] 
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3.2.2 Filter applications 

Filtering is a technique for modifying or enhancing an image that can be used to emphasize 

certain features or remove other features of an image. Filtering is a neighborhood operation in 

which the value of any given pixel in the output image is determined by applying some 

algorithm to the values of the pixels in the neighborhood of the corresponding input pixel, 

where pixel’s neighborhood is some set of pixels defined by their locations relative to that 

pixel [20].  

Below is an overview to some common filters: 

1- Sobel filter: 

The Sobel filter masks are used for image edge detection; they look for edges in both the 

horizontal and vertical directions and then combine this piece of information into a single 

metric. The masks are shown below in Figure.3.3 

   ROW MASK  COLUMN MASK 

 

Figure 3.3: Sobel filter masks [19] 

 

These masks are each convolved with the image [22]. Figure 3.4 gives on example of the 

Sobel filter edge detection:  

 

                   (a) Original image    (b) Image after Sobel filter 

 

Figure 3.4: Example of Sobel filter edge detection [22] 
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The Gaussian blur filter has a smoothing effect on images. It is in fact a low pass filter. Apart 

from being circularly symmetric, edges and lines in various directions are treated similarly. 

The Gaussian blur filters have some very advantageous characteristics: 

 They are separable into the product of horizontal and vertical vectors. 

 Large kernels can be decomposed into the sequential application of small kernels. 

So, the filter kernel of the Gaussian blur filter is decomposable in the product of a vertical 

vector and a horizontal vector; the possible vectors are shown in Pascal traingle Table 3.1. 

When multiplied by each other, they will produce gaussian blur filters: 

Table 3.1: The products of a vertical vector and a horizontal vector 

 

Gaussian blur filter kernel example (order 3) [21] 
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An example of image effected by Gaussian blur filter is given in Figure. 3.5 

 

 (a) Original image   (b) Image after Gaussian filter 

 

Figure 3.5: Example of Gaussian blur filter effects [21] 

 

3- Laplacian of Gaussian (LOG):  

The Laplacian of an image highlights regions of rapid intensity change and is therefore often 

used for edge detection. The Laplacian is often applied to an image that has first been 

smoothed with something approximating a Gaussian Smoothing filter in order to reduce its 

sensitivity to noise.  

The Laplacian L(x,y) of an image with pixel intensity values I(x,y) is given by:  
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The 2D LoG function centered on zero and with Gaussian standard deviation   has the form 

shown in equation (3.3):  
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Hence, the simple Laplacian can be seen as a limiting case of the LoG for narrow Gaussians 

(i.e. where:  < 0.5 pixels) [23]. See Figure. 3.6 for LoG filter results: 

 

    (a) Original image                   (b) Image after LoG filter 

Figure 3.6: Example of edge detection results [23] 

 

4- Unsharp filter: 

The unsharp masking enhancement algorithm is a representative example of the practical 

image sharpening methods. Image sharpening deals with enhancing detail information in an 

image. The detailed information is typically contained in the high spatial frequency 

components of the image. The details of information include edges and, in general, 

correspond to image features that are spatially small. This piece of information is visually 

important because it delineates object and feature boundaries and is important for textures in 

objects [22]. 

An unsharp masking filter which is created from the negative of the Laplacian filter with 

parameter alpha is shown below in equation (3.4): 
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Alpha must be in the range of 0.0 to 1.0 [20]. See Figure. 3.7 for the image sharpened by this 

filter.  

 

                        (a) Original image      (b) Sharpened image 

 

Figure 3.7: Example of Unsharp filter results [20] 

 

5- Average filter: 

An averaging filter is useful for removing grain noise from a photograph. Because each pixel 

gets set to the average of the pixels in its neighborhood, local variations caused by grain are 

reduced.  

That each output pixel is set to an "average" of the pixel values in the neighbourhood of the 

corresponding input pixel [20]. Thus, the coefficients of this filter are: 

P1 P2 P3 

P4 PAV P5 

P6 P7 P8 

Where:  

P1, P2, … P8: The neighbourhood pixels. 

PAV: The middle pixel of mask. 
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So, the middle coefficient is calculated as average in the output image by equation (3.5): 

                                        
8

).......( 821 PPP
PAV


                                                             (3.5) 

 

(a) Original image       (b) Image after average filter 

Figure 3.8: Example of Average filter result [20] 

 

6- Median filter: 

Median filtering is a nonlinear operation often used in image processing to reduce “salt and 

pepper” noise, its goal is to simultaneously reduce noise and preserve edges. Median filtering 

is similar to using an averaging filter. However, with median filtering, the value of an output 

pixel is determined by the median of the neighbourhood pixels, rather than the mean. Median 

filtering is, therefore, effective to remove these outlays without reducing the sharpness of the 

image [20]. 

The Median filter selects the middle pixel value from the ordered set. Its filtering operation is 

performed on an image by applying the sliding window concept, similar to what was done 

with convolution [22]. These mask values will be sorted to have their orders. An example for 

Median filter coefficients is: 
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Table no 3.2: shows the median filter 

20 7 8 

10 9 15 

2 3 1 

 

1 2 3 7 8 9 10 15 20 

It is obvious that number 8 has the middle order among other values. Then number 9 in the 

mask coefficient will be changed into 8. Figure 3.9 shows example for the Median filter: 

 

(a) Original image        (b) Image after Median filter 

Figure 3.9: Example of Median filter result [20] 

 

So, Median filtering is very effective in removing sharp 'spikes' from an image. When noise 

is introduced in an image, lowpass filtering just 'blends' the noise, whilst median filtering 

succeeds in removing most of the noise [24].  

3.2.3 Morphological filtering 

Morphology is a technique of image processing based on structuring element shapes. The 

value of each pixel in the output image is based on a comparison of the corresponding pixel 

in the input image with its neighbours. 

By choosing the size and shape of the neighbourhood, a morphological operation can be 

constructed that is sensitive to specific shapes in the input image. Morphological operations 

perform common image processing tasks, such as thinning, skeletonization and filling. 
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An overview to a few common Morphological shapes is shown below: 

1- Line shape: It creates a linear structuring element, with LEN specifies the length, and DEG 

specifies the angle (in degrees) of the line, as measured in a counterclockwise direction from 

the horizontal axis. LEN is approximately the distance between the centers of the structuring 

element members at opposite ends of the line. Figure 3.10 shows the line shape structuring 

element. 

 

(a) Line shape in 0.     (b) Line shape in 45. 

Figure 3.10: The line shape structuring element [24] 

 

2- Square shape: It creates a square structuring element, with W specifying the width. The 

square shape created by W*W
T
, where W must be a nonnegative integer scalar. Figure 3.11 

shows the square shape structuring element. 

 

Figure 3.11: The square shape structuring element [24] 

 

3- Diamond shape: It creates a diamond-shaped structuring element, with R specifying the 

distance from the structuring element origin to the points of the diamond. R must be a 

nonnegative integer scalar. Figure 3.12 shows the diamond shape structuring element. 

 

Figure 3.12: The diamond shape structuring element [24] 
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4- Rectangle shape: It creates a rectangle-shaped structuring element, with MN specifying the 

size. MN must be a two-element vector of nonnegative integers. The first element of MN is 

the number rows in the structuring element neighborhood; the second element is the number 

of columns. Figure 3.13 shows the rectangle shape structuring element. 

 

Figure 3.13: The rectangle shape structuring element [24] 

 

5- Disk shape: It creates a disk-shaped structuring element, which comprises all pixels whose 

centers are not greater than R away from the origin. R must be a nonnegative integer. Figure 

3.14 shows the Disk shape structuring element. 

 

Figure 3.14: The disk shape structuring element [24] 

 

6- Octagon shape: It creates an octagonal structuring element, with R specifying the distance from 

the structuring element origin to the sides of the octagon, as measured along the horizontal 

and vertical axes. R must be a nonnegative multiple of 3. Figure 3.15 shows the Octagon 

shape structuring element [20] 

 

Figure 3.15: The octagon shape structuring element [24] 
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All morphological operations are performed by laying the structuring element on the image 

and sliding it across the image in a manner similar to convolution. The difference is in the 

operation performed. That is, the window is overlaid on the upper-left corner of the image, 

and the morphological operations are determined. This value is put into the output image 

(buffer) corresponding to the center location of the window. The window is then slid one 

pixel over, and the process is repeated. When the end of the row is reached, the window is 

slid back to the left side of the image and down one row, and the process is repeated. This 

process continues until the entire image has been processed. 

Note that the outer rows and columns are not replaced. In practice, this is usually not a 

problem due to the fact that the images are much larger than the masks, and these wasted 

rows and columns are often filled with zeros [22]. See Figure 3.16 which gives examples for 

different morphological operations results. 

 

 

 

 

 

 

(a) Original image.            (b) Image after Line morphology.      (c) Image after Diamond morphology.

     

 

 

  (a)     (b)    (c) 

 

 

 

(d) Image after Rectangle morphology.(e) Image after Disk morphology.(f) Image after Octagon 

morphology. 

Figure 3.16: Examples of different morphological operations results [22] 
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3.2.4 Histogram Equalization 

Histogram equalization is an example of Histogram modeling techniques, it provides a 

sophisticated method for modifying the dynamic range and contrast of an image by altering 

that image such that its intensity histogram has a desired shape. See Figure 3.17. 

 

           (a) Original image.   (b) Histogram equalization image. 

Figure 3.17: Histogram equalization filter [22] 

 

Algorithm for histogram equalization:  

By considering two continuous variables  representing the level of pixels in the 

original and equalized images respectively. The goal of histogram equalization is to find a 

transform function T(r) which produces a value s for every pixel value r in the original 

image: 

                                  )(rTs                                                                               (3.6) 

It is assumed that the transform function T(r) is single-valued and monotically increasing so 

that it is possible to define the inverse law: 

                                 )(1 sTr                                                                                 (3.7) 

An example of such transformation function is illustrated in Figure 3.18 when this formula is 

choosing: 

                                 
r

r dwwPrTs
0

)()(                                                                      (3.8) 

where pr is probability density function of original image [25] 
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Figure 3.18: A histogram transformation function [25] 

 

3.3 Summary 

In this chapter, we identify some of the basic component of images and their some 

applications on the images. We apply some filtration techniques on the images to make it 

more precise and clear. Filter applications, morphological filtering, histogram equalisation 

are described in this chapter. 
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CHAPTER 4 

THEORETICAL PRINCIPLES FOR NEURAL NETWORKS 

 

 

4.1 Overview 

Artificial Neural Networks (ANN) is computers whose architecture is modeled after the 

brain. They typically consist of many hundreds of simple processing units, which wired 

together in a complex communication network. Each unit or node is a simplified model of a 

real neuron, which fires (sends off a new signal) if it receives a sufficiently strong input 

signal from the other nodes to which it is connected. The strength of these connections may 

be varied in order to perform different tasks corresponding to different patterns of node firing 

activity [1].  

4.2 Principles of ANN 

The transmission of signals in biological neurons through synapses is a complicated chemical 

process in which specific transmitter substances are released from the sending side of the 

synapse. The effect is to raise or lower the electrical potential inside the body of the receiving 

cell. The neuron fires if the potential reaches a threshold.  

This neuron model is widely used in ANN with some variations. Figure 4.1. 

 

Figure 4.1: Artificial neuron model [28] 

 

The artificial neuron presented in the above figure has n inputs, denoted as x1,x2,…,xn. Each 

line connecting these inputs to the neuron is assigned a weight, denoted as w1,w2,...,wn , 

respectively. 
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