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ABSTRACT

The thesis aims to develop a face recognition intelligent system bas&shleninvariant Feature
TransformsiSIFTO algoiithm for the feature extraction and backpropagation neural network for
classification. The purpose of this research is to evaluate the effectiveness of a backpropagation
neural network in recognizing different faces based on SIFT as feature extract@vefage of

128 features and to compare the obtained results with those in the literature review. The
developed framework consists of two main phases which are the processing phase and the
classification phase in which the image is classified as difféaget. In the image processing
phase the face images are-precessed using many techniques such as conversion to grayscale
and filtering using median filter. Then the most significant technique takes place which is the
feature extraction using SIFT. Thesechniques are done in order to enhance the quality of

i mages and to extract the i mportant features
features and ignoring the other features and parts of the image. At the end of this phase, the
images arded to a backpropagation neural network in which they are classified as different
faces for different individuals.

Experimentally the proposed intelligent face recognition system outperforms many related
previousresearches as accuracy rate. Howether system explorea bit long processing time.
This is due to the use of SIFT algorithm which generally takes long time to perform its 4 steps

t hat |l ead to the extraction of the features o

Keywords: backpropagation face recognition featue extraction;intelligent system; neural

network scale invariant feature transforns#t
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CHAPTER 1
INTRODUCTION

Face Recognition Technology (FRT) an explorationarea traversing few disciplines, for
example, image processing, pattern recognition, computer vision and neural systems. There are
numerous utilizations of FRT. These applications range from coordinating of images to
continuous coordinatg of observation videos. Contingent upon the specific application, FRT
has diverse level of trouble and requires extensive variety of strategies and techniques. In 1995, a
survey paper by (Chellappa et al., 1995) gives a thorough study of FRT arounduhieg.the

previous couple of years, FRT is still under fast development.

Facerecognitionby people is a characteristic procedure that we perform on evelijelay
brisk look at a facéghenwe can perceive the face and, more often than not, namedikielual.
Such a procedure happens so rapidly that we never consider what precisely wéstiakeat
in that face. A few of us may take a more drawn out time while attempting to name the

individual, be that as it may, tmecognitionof thewell-knownface is typically prompt.

The unpredictability of a human face emerges from the consistent changes in the facial elements
that occur after some time. In spite of these progressions, we people are still ready to perceive
confronts and recognize the peopBdbviously, our normal acknowledgment capacity stretches

out past face acknowledgment, where we are similarly ready to rapidly perceive examples,
sounds and smells. Lamentably, this common capacity does not exist in machines, consequently
the requirementdr falsely reenactingecognitionin our endeavors to make canny independent

machines.

Facerecognitionby machines can be priceless and has different vital applications, in actuality,
for example, electronic and physical access control, national bamgtruniversal security.
Mimicking our facerecognitionnormal capacity in machines is a troublesome errand, yet not
unthinkable. For the duration of our life time, numerous countenances are seen and put away
normally in our recollections shaping a sortdaftabase. Machinecognitionof facesrequires
additionally a database which is generally constructed utilizing facial images, where some of the
time distinctive face images of a one individual are incorporated to represent varieties in facial

elements.



The usage of intelligent classifiers such as neural networks, support vector machine, and K
nearest neighbor etc,.. for the recognition of faces showed recently a higher efficiency and
reliability than older techniques. This is due to the algorithm whiebetlclassifiers are based on;

which is exactly a mimicking of how the humans recognize faces using their brains.

Current facerecognitiontechniques depend on: identifying neighborhood fafgaturesand
utilizing them for facerecognitionor on universily breaking down a face in general. The
primary methodology (neighborhood faeEognitionframeworks) utilizes facial componerds
featuresinside the face, for example, (eyes, nose and mouth) to relate the thae wan. The
second approach (globdlace acknowledgment frameworks) utilizes the entire face for

distinguishing the individual.

The improvement ointelligentframeworks that utilization neural systems is interesting and has

of late pulled in more scientists into investigating the potentssds of such frameworks.
Simulating the human discernments and demonstrating our faculties utilizing machines is
extraordinary and may help mankind in therapeutic progression, space investigation, discovering
elective vitality assets or giving national agidbal security and peacktelligent frameworks

are by and large progressively created meaning to reenact our view of different inputs (examples,
for exampl e, i mages, soundsé and so forth.
manufactured wis frameworks. The improvement af antelligent face recognitionframework

requires giving adequate data and significant information amid machine learning of a face.

Recently,the Scaldnvariant Feature Transform was proposed by (Lowe, 2004g propose
algorithm was useds a feature descriptor and extractor btiman facesSIFT descriptor
comprised a method for detecting interest points from a-lgk&} image at which statistics of

local gradient directions of image intensities were accumulated e gi summarizing
description of the local image structures in a laoalghborhoodsround each interest point,

with the intention that this descriptor should be used for matching corresponding interest points

between different images.

This algorithm was sed by many researchers as a feature extractor in combination with
intelligent classifiers such as neural network and SVM. The algorithm showed great efficiency in

extracting the right features that distinguish human faces. Theigroposed system is ace



recognition intelligent system based on SIFT algorithm for the feature extraction and
backpropagation neural netwdidk the classificationThe purpose of this research is to evaluate

the effectiveness of a backpropagation neural network in recogndifferent face and to
compare the obtained results with those in the literature review. The developed framework
consists of two main phases which are the processing phase and the classification phase in which
the image is classified as different fackesthe image processing phase the face images are pre
processed using many techniques such as conversion to grayscale and filtering using median
filter. Then the most significant technique takes place which is the feature extraction using SIFT.
These techiques are done in order to enhance the quality of images and to extract the important
features in such a way to take only the i mpor
and parts of the image. At the end of this phase, the images areadzhtépropagation neural

network in which they are classified as different faces for different individuals.

1.1 Contributions of Research

91 This thesis develops face recognition based SIFT and backpropagation neural network
system, that has the capability d@étermining the human faces identities of presented
faces of different individuals with differefdcial expressions.

1 Moreover, within the work we propose a simple approach to extracting of 128 features
from face using SIFT which reduces the processimd taaining time and also shows
good recognition rate compared to other presented works.

1 Within the work, weshow the usefulness of using SIFT as a feature extractor of the face

features usingsing artificial neural networks.

1.2 Aims of Thesis

Theaim of the proposed system te investigate the use of SIFT algorithm as a feature extractor

of 128 features in combination with a backproagation neural network that learn these features
and use them to generalize when some changes such as scale vaffenest ficial expression

are inducedThe aim of this research is to evaluate the effectivenesthefuse of SIFTand
backpropagatiomeural networktogetherin recognizing different faceand to compare the

obtained results with those in the literattegiew.



1.3Thesis Overview
The rest of this thesis is divided irBahapters, which are structured as follows.

Chapter 1 is an introduction about the thesis. In this chapter, a definition of the thesis is
presented; we set the aims, the contributiand, motivations. In addition, the structure overview

of the thesis is discussed.

Chapter 2 introduces thditerature review of face recognition systemsseveral aspects
presented. The problems that and drawbacks in the face recognition filed adesa@alssed. In
addition, the various algorithms that were used for the face recognition are described in detalils.

Chapter 3is a detailed and general explanation about the image processing. An introduction of
the image processing is first presented. Them,explain the image processing techniques and
methods used in the medical field. We attempt to explain the used image processing methods of

the proposed system in details.

Chapter 4 is a detailed explanatiothe artificial neural network where the contegmd the

various networks including the backpropagation neural network are explained.

Chapter 5 is a detailed explanatioaf the SIFT algorithm that is used in the proposed face

recognition system.

Chapter 6 discusseghe proposed systemmethodology, mierials and methods are presented
The system flowchart and algorithm is presented in this chapter. Moreover, the methods used in
order to come up with such system are discussedvell as the face images dataset used in

training and testing the system.

Chapter 7 presents the classification stage of the developed system. It shows the learning and
also testing phases of the system. The learning results are discussed in this chapter as well as the

performance of the network in the testing stage.

Finally, Chapter 8 shows theresults comparison of the proposde recognition based SIFT
systemare presented, discussed and comparnéid previously proposed systems of the same

goalareexplained irthis chapter.



CHAPTER TWO
FACE RECOGNITION: A LITERATURE SURVEY

Face Recognitior(FR) is an examinatiorareatraversng a few trains, for example, image
preparing, pattern recognitioneuralnetwork classificatiorsystemand computer visianThere

are numerous utilizations of F& appeared in Table 1. Thegeogniion and classifications
applications range from coordinating of photos to ongoing coordinating of reconnaissance video.
Contingent upon the particular application, FRT has diverse level of trouble and requires
extensive variety of methods. In 1995, aniapdper by (Chellappa et al., 2000) gives a through
overview of FRT around then. Amid the previous couple of years, FRT is still under fast

development

2.1 The Challenges in FR

Despite the fact that numerous HRave been proposed, powerful face recaogmnitis still
troublesome. The late FERET test (Chaleppa et al., 2000) has uncovered that there are no less
than two noteworthy difficulties:

1 The illumination variety issue

9 The posture variety issue

It is possible that one or both issues can bring agentiine execution debasement in a large
portion of existing frameworks. Shockingly, these issues happen in numerous certifiable
applications, for example, reconnaissance video. In the accompanying, | will examine some

current answers for these issues.

The general face recognition issue can be defined as takes after: Given single picture or grouping
of pictures, perceive the individual in picture utilizing a database. Taking care of the issue

comprises of taking after strides: 1) face discovery, 2) facwlardization, 3) ask database.



2.2 The lllumination | ssue

Pictures of the same face show up contrastingly because of the adjustment in lighting. On the off
chance that the change instigated by illumination is bigger than the distinction betwpkn peo
frameworks would not have the capacity to perceive the information picture. To handle the
illumination issue, scientists haseiggestedlifferent strategies. It has been recommended that
one can decrease variety by disposing of the most essentialfagige What's more, it is
confirmed in (Gorden, 1991) that disposing of the initial few eigenfaces appears to work sensibly
well. Be that as it may, it causes the framework execution corruption for information pictures
taken under frontal illumination.

In (Zhaoet al.,2000) distinctive pictureescriptionsand separation measures are assessed. One
vital conclusion that thisesearch disadvantagieshat none of these strategy is adequate without
anyone else's input to conquer the illumination varieAdshe more as of late, another picture
correlation strategy was proposed by (Jacobs et al.,, 2000). In any case this measure is not
entirely illuminationinvariant in light of the fact that the measure changes for a couple of
pictures of the same item wiéhe illumination changes.

An illumination subspace for a man has been built in (Phillipis et al., 2000) for an altered
perspective point. In this manner under altered perspective point, recognition result could be
illuminationi invariant.

One downsidea utilize this strategy is that we require numerous pictures per individual to
develop the premise pictures of illumination subspace.

In (Ji, 2000) the creators recommend utilizing Principal Component Analysis (PCA) to tackle
parametric shapffom-shading(SFS) issue. Their thought is entirely basic. They remake 3D face
surface from single picture utilizing computer vision strategies. At that point process the frontal
perspective picture under frontal illumination. Good results are illustrated. | wilfyctaeir
methodology in point of interest later. Really, there are a ton of issues in how to reproduce 3D
surface from single picture.

We will examine two critical illuminatiorinvariantFRT in the take after segments



2.3 The Pose Problem

The structoe execution drops through and through when stance assortments are accessible in
data pictures. On a very basic level, the present plan can be isolated into three sorts: 1) various
pictures per individual are required in both get ready stage and affimstage, 2) different
pictures per individual are used as a piece of get ready stage however emerge database picture
per individual is open in affirmation stage, 3) single picture based systems. The second sort is the
most surely understood one.

Distinctive pictures approaches: an edification based picture union methodology (Gordon, 1991)
has been proposed for dealing with both stance and lighting up issues. This technique relies on
upon lighting up cone to oversee light assortment. For assortmentstiflighrn, it needs to
thoroughly resolve the GBR (summed up-batp) instability while recreating 3D surface.

Hybrid methodologies: such countless of this write have been proposed. It is likely the most
practical game plan up to now. Three reprehensigthodologies are examined in this report: 1)
direct class based methodology (Zhao, 1999), 2) diagram planning based procedur& (Zhao
Challeppa, 2000) 3) viewased eigenface technique (Beum8erAcheroy, 1999). This photo

mix technique relies on upon tressumption of direct 3D object classes and expansion of
linearity to pictures. In (sakamo® Kriegnam, 1999) a healthy face affirmation arrangement in

light of EBGM is proposed. They show liberal change in face affirmation under turn. Also, their
stratey is totally modified, including face confinement, breakthrough recognition and graph
planning arrangement. The disservice of this system is the need of accurate purpose of interest
limitation which is troublesome when light assortments are accessible.pfEu®minant
eigenface approach has been acclimated to finish stance invariant. This strategy manufactures
eigenfaces for each position. All the more starting late, a gesyetdm which icalled bilinear

model has beemleveloped The methodologies in i characterization have some essential
burdens: 1) they require various pictures per individual to cover possible stances. 2) The light

issue is disconnected from the stance issue.



24 Single Image Based Approaches

Gabor wavelet baseaoh element extaction issuggestedor the application oface recognition

and is hearty to little point revolution. There are numerous papers on invariant components in
computer vision writing. There are little written works looking at utilizing this innovation to face
recognition. Late work in (Zhao, 1999) reveals some insight in this heading. For combining face
pictures under various lighting or appearance. Because of its intricacy and calculation cost it is

difficult to apply this innovation to face recognition.

25 The State of Art

In the accompanying areas, | will talk about some late research works in face recognition.

25.1 Applying shape-from-shading (SFS) tofacerecognition

The fundamental thought of SFS is to gather the 3D surface of item from thegsdathnin
picture. With a specific end goal to gather such data, we have to expect a reflectance model
under which the given picture is created from 3D object. There are numerous illumination
models accessible. Among these models, theldaatian model ishie most welknown one and
has been utilized broadly as a part of computer vision group for the SFS issue (Phillips et al.,
2000) The nature of SFS makes it a not well postured issue as a rule. As it were, the reproduced
3D surface can't blend the pictuneisder various lighting edge. Luckily, hypothetiealvances
make SFS issue an-atound postured issue under specific conditidihe key equation in SFS
problem is the followingrradiance equation
11, ¥1 = R(PIX, Y1, o, Y]) 2.1)
wherel[x,y] is the image, R is the reflectance outline anel p[x,y],q X% y] are he shape
angles (fractional subordinates of the profundity map).\ih#h presumption of a Lambertian
surface and a solitary, far off light source, the condition can be composed as takes after:
| = r cosg
or
_,__ 1+pR+qQ
\/1+ p®+q° \/1+ P? +Q’?

2.2)



Since SFS count gives face shape information, illumination and position issues can be settled at
the same time. For example, we can deal with the illumination issue by rendering the model
picture Ip from a given data picture I. This oughbe conceivable in two phases: 1) apply SFS
count to get (p,q), 2) the new deliver the model picture Ip under lighting et

To survey some current SFS computations, (Zhao, 1999) applies a couple SFS estimations to 1)
designed face pictures whiclheamade in light of Lambertian model and enduring albedo, 2)
honest to goodness face pictures. The test comes to fruition exhibit that these estimations are
adequately awful for certified face pictures with the ultimate objective that an enormous change
in face recognition can be refined. The reason is that face is made out of materials with different
reflecting properties: cheek skin, lip skin, eye, thus on subsequently, Lambertian model and
steady albedo can not give awesome assessifiemtauthors in(Zhao et al., 2000) develop a
symmetric SFS figuring using the Lambertian and moving albe@gy) as an unrigled
alternative. With the aid of a ngrarticular 3D head model, they can condense theptvase

system of procuring model picture (1. input picttweshape by method for SFS, 2. shape to
model picture) to one phase: input picture to model picture clearly.

Their estimation is associated with more than 150 face pictures from the Yale University and
Weizmann database. The results clearly demonstreteutrivaled way of model pictures
rendered by their technique. They in like manner lead three tests to survey the effect in
recognition execution when their computation is joined with existing FRT. The key test shows
the adjustments in recognition exeoutiby using the new illuminatieimvariant measure they
portray. The results are showed upTable 2 ad Table3. The second examination shows that
using the rendered model pictures as opposed to novel data pictures can basically improve
existing FRT, foiinstance, PCA and LDA.

Table 1: Different measureperformance for 3 images per person

Image lllumination -Invariant
Database Gradient Measure
Measure Measure
Yale 68.3% 78.3% 83.3%
Weizmann 86.5% 97.9% 81.3%




Table 2 Three different measur@erformance for 2 images per person

Image [llumination -Invariant
Database Gradient Measure
Measure Measure
Yale 78.3% 88.3% 90.0%
Weizmann 72.9% 96.9% 87.9%

Table 3 Performancevith/without using prototype image

Database PCA LDA P-PCA P-LDA
Yale 71.7% 88.3% 90.0 95.0%
Weizmann 97.9% 100% 95.8% 98.9%

2.5.2 Applying illumination c one to face ecognition

In prior work, it is demonstrated that the pictures under subjective mix of light sources shape a
got cone up picture space. This cone, called lighteca@an be made from as few as three
pictures. Figure 1 exhibits the course toward building the light cone. Figure la show seven
noteworthy pictures with various light utilized as a bit of estimation of brightening cone. Figure
1b shows the reason picture$ light cone. They can be utilized to make pictures under
discretionary enlightenment condition. Figure 1c shows the joined pictures from brightening
cone of one face.

The repeated 3D face surface and enlightenment cones can be joined to combineypidarres
various brightening and position. In (Georghiades et al., 20@lauthorsise earlier information
about the state of face to choose the Generalizetidlpg GBR) (Beumie& Kriegnam, 1998)
indefinite quality. Once the GBR parameters are figuited,a crucial matter to render outlined
pictures under various enlightenment and position. Figutesows the redid face surface.
Figure 2.2 shows the composed pictures of a face under various position and enlightenment.
Note that these pictures are aeafrom the seven arranging picturesAgure la where the

position is settled and just little grouping in enlightenment. Inquisitively, the manufactured
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pictures show clearing arrangement in position furthermore in light. They performed two
blueprints & acknowledgment examinations. The focal test, where just brightening shifts while
position stays settled, was wanted to adjust other acknowledgment calculations with
enlightenment cone strategy. There are a total of 450 pictures (45 brightening conditidns
faces). These pictures are separated into for social events (12°, 25°, 50° and 77°) as indicated by
the edge between light source and camera focus point. Table 5 displays the outcomes.

Conesconnected implies that illumination cone was developedowtthast shadow and

Figure 2.2: Face reconstructioof 10 persongGeorghiades et al2001)

conescast implies that the reproduced face surface was utilizeédidel cast shadow. Notice

that the cone subspace estimation has the same execution as the first enlightenment cone.
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Figure 2.3: Facesynthesizingmages(Georghiades et al2001)

Table 4 The eror rateof different illumination withafixed pose(Georghiades et 2l2001)

EXTRAPOLATION IN ILLUMINATION
Error Rate(%) vs. lllum

Method Subset Subset Subset
2 3 4

Correlation 0.0 23.3 73.6

Eigen faces 0.0 25.8 75.7
Eigen faces

W/o 1st 3 0.0 19.2 66.4

Linear Subspace 0.0 0.0 15.0

Cones attached 0.0 0.0 8.6
Cones' east

(Subspace Approx.) 0.0 0.0 0.0

Cones east 0.0 0.0 0.0

In the second testhey are surveying the recognition execution under assortment in stance and

illumination. There is a whole of 4,050 images (9 stances x 45 illtion conditions x 10

faces). Figur@.4 exhibits the results. Their figuring has low botch rate for all stances except for

on the convincing lighting condition.

We can make the going with conclusions from their test comes to fruition: 1) we can achieve

stance/illumination invariant recognition by using minimal number of images with changed
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position and to some degree differing illumination, 2) the imagésedaceexposed talifferent

andvariable illuminatiormightbe all around approximated by a lalimensional subspace.

2.5.3 Linear object classes method

Consider the issue of seeing a fagth differentpositiors andappearancewhen develomg an

imageis given. Human visual framework is determinedly arranged to play out this try. The
conceivable eason is that we manhandle the earlier data about how go up against pictures
change. Thusly, the thought here is to take in picture change from cases and after that apply it to
the new face picture keeping in mind the end goal to join the virtual pekapdictit can be

utilized as a bit of existing face acknowledgment structure. Poggio and Vetter (Rogefier,

2002) present the course of action of making fake new pictures of a thing. Their work depends
on upon the probability of straight question classEhese are 3D contradicts whose 3D shape

can be tended to as quick mix of to some degree number of model things. Thusly, if the
representation set contains frontal and pivoted viewpoint pictures, we can blend pictures of
turned perspective from the givariormation picture.

For humammade articles, which as often as possible contain cuboids, barrels, or other geometric
primitives, the suspicion of straight question classes appears, in every way, to be trademark.
Regardless, by temperance of face, iha$ clear what number of cases is adequate. They test
their reasoningonagaspel an of 50 f aces, every given in
their test, one face is picked as test face, and the other 49 countenances are utilized as outlines. In
Figure 5, every test face is appeared on the upper left and the joined picture is appeared on lower
right. The ensured turned test face is appeared on the lower left. In the upper right, they likewise
show the blend of the test face through 49 cases iprestntation.
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INPUT
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TEST FACGE TEST FACE TEST FACGE TEST FACE
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ROTATED TEST FACE ROTATED TEST FACE RAOTATED TEST FACE ROTATED TEST FACE
OuUTPUT OUTPUT
3] 4)
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TEST FACE TEST FACE TEST FACE TEST FACE

COMSTRUCTED COMSTRLCTED
ROTATED TEST FACE || ROTATED TEST FACE ROTATED TEST FACE || ROTATED TEST FACE
ouUTPUT ouUTPUT

Figure 2.4: Theface is rotated by using 49 faces as examplesl(mstrated)and the result are
marked as outpyPoggio & Vetter, 2002)

This diversion of the test face should be appreciated as the projectibe st face into the
subspace crossed the other 49 outlines. The results are not immaculate, yet rather considering the
little size of delineation set, the entertainment is entirely awesome. All things considered, the
likeness of the multiplication to theata test face licenses us to figure that an outline set of
hundreds faces may be satisfactory to build up a massive variety of different appearances. We
can assume that the immediate inquilgss approachesaybe a classy assessment, despite for

complexthings as appearances.

In this manner, given just a solitary face image, we can create extra engineered face images
under various perspective point. For face recognition assignment, these manufactured images

could be utilized to handle the stance variéyrthermore, this methodology does not require
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any profundity data, so the troublesome strides of producing 3D models can be stayed away

from.
2.5.4View-based eigenspace

The eigenface procedure for Turk and Pentland (BuPlentland, 1991) was summed apsee
based eigenspace system for managing position groupingse improvementaddressed

arrangement in position and provakenore strong acknowledgment structure.

They detail the issue of face acknowledgment under vaposgionsas takes after: gan N
people under M arranged positions, one can make a "perspective baseglgawifaVl separate

eigenspaces. Each eigenspace gets the arrangement of N people in a typical position.

In connection based method, the hidden step is to pick the posiiigiommhation face picture by
selecting the eigenspace which best portrays it. This could be expert by figuring the Euclidian
parcel between information picture and the projection of information picture in each eigenspace.
The eigenspace yielding the littteseparation is the one with most for all intents and purposes
indistinguishable position to information picture. Once the best eigenspace is resolved, the

information picture is coded utilizing the eigenfaces of that space and after that clear.

They haveassessed the perspective based system with 189 pictures, 21 individuals with 9
positions. The 9 positions of every individual were reliably disconnected-fafifito 90° along
the even plane. Two specific test mythologies were utilized to judge the vaekigment

execution.

In the basic strategy of examinations, the incorporation execution was endeavored by method for
get prepared on the subset of accessible perspective {£90°, £45°, 0°} and testing on the broadly
engaging sees {£68°, +23°}. The conventb acknowledgment rate was 90% for perspective
based methodology. A second gapian of trials test the extrapolation execution by method for
anticipating a degree of accessible perspective {e¥); to +45°} and testing on perspectives
outside the cawse of action reach {e.g., +68°, +90°}. For testing positions isolated by £23° from

the arranging go, the common acknowledgment rate was 83% for perspective based technique.

15



2.5.5 Curvature-based face recognition

In (Haider & Kaneko, 2000) they use backdforth movement of surface to perform face
recognition. This is an inconceivable thought since the estimation of curve at a point at first look
is invariant under the assortment of viewpoint and illumination. In this approach, a turn laser
scanner prodwes data of adequately high assurance with the true objective that exact curve
calculation can be made. Face division can be made in perspective of the sign of Gaussian curve;
this licenses two surface sorts: bended/depressed and saddle zones. Theirsegrizaet
extraction contains twist sign and first back and forth movement, key bearing, umbilic centers
and extremes in both essential recurring patterns. The most amazing and minimum twist at a
point describes the essential shapes. The headings assodtaitddndamental shapes are the
focal direction. The vital rhythmic movements and the crucial heading are given by the
eigenvalues and eigenvectors of shape framework. The aftereffect of two principal curves is
Gaussian recurring pattern. Besides, meaik l@ad forth movement is described by the mean
estimation of two vital recurring patterns.

For all intents and purposes, in light of the way that these rhythmic movement estimations
contain second demand midway auxiliaries, they are incredibly fragilauti@baloo. A
smoothing channel is required before figuring curve. Here, the bind is the best approach to pick
an appropriate smoothing level. If the smoothing level is too low, twice subordinate will build
noise with the ultimate objective that rhythmiovement estimation is worthless. On the other
hand, over smoothing will modify the surface components we are endeavoring to measure. In
their use, they precompute the shape values using a couple of extraordinary levels of smoothing.
They use the back andrth movement maps from low smoothing level to develop the zone of
components. By then, use the prior data of face structure to pick the curve values from the
precomputed set. This is done physically, | think. An instance of focal recurring pattern maps is
given in figure2.6.Segmentation is to some degree clear. By using the sign of Gaussian curve, K,
and mean shape, H, face surface can be apportioned into four different sorts of regions: K+, H+
is bended, K+, Hs internal, k, H+ is seat with and K H-is seat with. The point of confinement

of these areas is called illustrative twist where Gaussian curve is zero. Eigsinews a case.
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The authorsimilarly talks about the calculation of surface descriptors. She tries to find however
much information a could be normal fronthe achievel data with the true objective that this

information is as standut as the individual.

Fi g% €hi s showsf a8 use gnrge iGtheed sii gm and (Hmeéeaen cur v
& Kaneo, 2000)

With such a rich arrangement of data accessible, there are numerous approaches to build an
examination technique. The creator utilizes highlight extraction and layout coordinating to
perform face recognition. In the analysis, test set comprises of 8 courgsivaitit 3 sees each.

For every face there are two forms without demeanor and one with appearance. The investigation
comes about demonstrate that 97% of the examinations are right.

As | would like to think, the upsides of ebb and flow based proceduré)ateakes care of the

issue of stance and illumination variety ate the same time. 2) There is a lot of data in ebb and
flow map which we haven't exploited. It is conceivable to locate a proficient approach to manage
it.

Be that as it may, there are soiméorn issues in this methodology: Laser range discoverer
framework is considerably more costly contrasted and camera. What's more, this method can't be
connected to the current image database. This makes individuals would prefer not to pick it in
the evat that they have another decision. Even however the fury discoverer is not an issue any
more, the calculation expense is too high and the ebb and flow count is exceptionally touchy to
commotion. On the off chance that we utilize vital part investigatmnm@nage range
information, the mistake rate likely will be comparative while the calculation reigeyg quality

is much lower. We can develop 3D face surface from 2D image rather than costly range
discoverer. There are a ton of calculations accessibieetkr, you won't have the capacity to

figure arch from reproduced 3D face surface. As specified before, shape count includes second
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subordinate of surface. Just the hagtermination information, for example, laser range

discoverer makes theqmise arcHiguring conceivable.

2.5.6 3D modetbased face recognition

To lessen the expense of framework, Beumier and Acheroy (Be&nfieheroy, 1999) pick the

3D securing framework comprising of standard CCD camera and organized light. It depends on
the projectio of a known light pattern. The pattern disfigurement contains thee profundity data
of the article. 3D surface remaking is finished by stripe recognition and marking. Shape every
purpose of a stripe and its name, triangulation takes into account X, Wiinzaten. This

procedure is quick while offering adequate determination for recognition reason.

There are 120 people in their test. Each on is taken three shots, relating to focal, constrained
left/right pivot and up/down turn. Programmed database dilize programmed system to get
3D data of every person. In manual database, the 3D extraction procedure was performed by

clicking starting focuses in the distorted pattern.

With the 3D remaking, they are searching for attributes to diminish the 3D irtfonrta an
arrangement of elements that could be effectively and immediately looked at. In any case, they
observed nose is by all accounts the main strong component with constrained exertion. Along
these lines, they surrendered highlight extraction andidered worldwide coordinating of face

surface.

15 profiles are extricated by the crossing point of face surface and parallel plane separated with 1
cm. A separation estimation called profile separation is characterized to measure the distinction
between3D surfaces. This methodology is moderate: around 1 second to look at two face

surfaces. Keeping in mind the end goal to accelerate this calculation, they attempted to utilize

just the focal profile and

Figure 2.6: Thepattegn deformation
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Figure 2.7: Reconstructed face surfa@@eumier &Acheroy, 1999)

two lateral profiles in comparisoROC bends are appeared in figure 10 to delineate the impact

of correlation system. In focal/sidelong profile examination, blunder rate is relinquished (from
3.5% to 6.2%) to gain the velocity of surface correlation. In the left of figure 10, the manual
refinement gives us better recognition execution. This lets us know that there is space to enhance
programmed 3D obtaining framework.

Advantage: 1) extra cost just the projector and pattern slide. 2) Switching the slide on and off
permits gaining both 2D image and 3D data. The combination of 2D and 3D data can expand the
recognition execution. 3) The projector illumination diminishes the impact of surrourghihg

4) 3D reproduction and profile correlation can maintain a strategic distance from stance variety.
Issues: 1) programmed 3D reproduction is sufficiently bad. A conspicuous change should be
possible by manual refinement. 2) Profile coordinating ifreexely costly computational
assignment. In face confirmation, this is not an issue. However, in face recognition with

enormous database, the rate would be horrendously moderate.

19



£0.0 T T T

Ceniral Prolie
— ——— Lateral FProfs
—- — Fumian

— Automatic Oplim o
—-— Manual Splin -

s
=

2
(=1
bl P iy Rl ()

Falean Rsgection Rl (%)

e
i

100 H
L &

oo 0.0 200 oo 400 Fales Aoceptancs Rate (%)
Falar Soceplanos Ratio {5

Figure 2.8: TheROC curves of 3D face surfacecognition

2.5.7 Elastic bunch graph matching

In (Belhumeur& Kriegnam, 1998) they utilize Gabor wavelet change to concentrate face
highlights so that the recognition execution can be invariant to the variety in postures. Here, |
need to discuss a few pbiags they utilize first and talk about how they fabricate the face
recognition framework.

For every element point on the face, it is changed with a group of Gabor wavelets. The
arrangement of Gabor wavelets comprises of 5 diverse spatial frequencg&sanductions. In

this manner, one component point has 40 comparing Gabor wavelet coefficients. A plane is
characterized as the arrangement of Gabor wavelet coefficients for one comjponeas. It

can be composed .as

A marked Graph G speaks to a famemprises of N hubs associated by E edges. The hubs are
situated at highlight focuses called fiducial focuses. For instance, the students, the sides of
mouth, the tip of nose are all fiducial focus@fe hubs are marked with plangsharts for
various had posture contrast in geometry and neighborhood highlights. To have the capacity to
analyze charts of various represents, the physically characterizes pointers to relate comparing
hubs in various diagrams.

With a specific end goal to concentrate diagrasoesequently for new face, they require a
general representation for face. This representation ought to cover an extensive variety of
conceivable varieties in appearance of face. This delegate set halkstatkicture, called face
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Figure 2.9: The Face BuncfBelhumeur & Kriegnam, 1998)
cluster diagram (FBG) (sdégure2.9).

An arrangement of planes alluding to on fiducial point is known as a cluster. An eye group, for
case, may incorporates planes from shut, open, female and malerele on to cover
conceivable variety. The Face Bunch Graph is given the same structure as the individual
diagram.

In hunting down fiducial focuses in new image of face, the method portrayed underneath chooses
the best fitting plane from the cluster deato each fiducial point.

The main arrangement of charts is created physically. At first, when the FBG contains just few
confronts, it is important to check the coordinating result. Once the FBG is sufficiently rich
(roughly 70 diagrams), the coordinagiresults are really great.

Coordinating a FBG on another image is finished by expanding the diagram closeness between

i mage <chart and the FBG of the same posture.
and edges e = 1,¢é ,E andmFBG1Bé wjMht medelom
characterized as

U ey
(G, B):_amax(S(Jn,J ")- /" (XE( ))‘;)
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Since the FBG gives a couple planes to each fiducial point, the best one is picked and used for
examination. The best fitting planes serve as neighborhood authorities for the mew ima

They use the FERET database to test their system. Regardless, the size and territory of face is
determined and go up against image is institutionalized in size. In this movement a couple FBGs
of different size are required; the best fitting one iglfee size estimation. In FERET database,
each image has an imprint showing the position, there is no convincing motivation to gage
stance. Notwithstanding, stance could be assessed actually in tantamount course as size.

In the wake of expelling model dutes from the presentation images, recognition is possible by
standing out an image graph from each and every model chart and selecting the one with most
vital resemblance regard. An examination against a showcase of 250 individuals takes shy of
what onesecond.

The positions used here are: objective frontal point of view (fa), frontal viewpoint with different
expression (fb), halprofile right (hr) or left (hl), and profile right (pr) and left (pl). Recognition
results are showed up in Table 6.

The reognition rate is high for frontal against frontal images (first segment). This is a direct
result of the way that two frontal points of view demonstrate simply little assortment. The
recognition rate is till high for right profile against left profile (thline). Exactly when taking a
gander at left and right hatfrofile, the recognition rate drops altogether (second segment). The
possible reason is the assortment thusly goinsual examination exhibits that insurgency edge

may change by up to 30°. Rijffferentiating frontal viewpoints or profile against half profile, a
further reduction in recognition rate is viewed.

From the test occurs, obviously Gabor wavelet coefficients are not invariant under turn. Before
performing recognition, notwithstandiradj that you need to gage stance and discover looking at
FBG.
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Table 5. Recognition comes about for crdssep running between various exhibitions.

Recognition Results For Cregains
Between Different Galleries

First Rark First 10 Ranks
Model Gallery  Probe Images " % " %
250 fa 250 fb 245 98 248 99
250 hr 181 hl 103 57 147 81
250pr 250 pl 210 84 236 94
249fa  1fb 171 hl 79 hr 44 18 111 44
1712hl 79hr 249fa 1fb 42 17 95 38
170hl 80 hr 217pl 33pr 22 9 67 27
217pl 33 pr 170hl 80 hr 31 12 80 32

2.5.8 Experiment

Their examination was done utilizing face pictures of 50 people. Every individual gives six facial
pictures view point and expression grouping. Some of these pictures are picked as the
preparation pires and the rest are taken as test picture. Thusly, the course of action set and
testing set are disjoint.

For another test picture, subsequent to compelling the portion focuses, a &&tgxation

shape vector and a 40x%&8timation surface vector aresolved. These two vectors are normal

into taking a gander at subspace. The projection coefficients are stretched out to diagram a
composed section vector.

Keeping in mind the end goal to assess acknowledgment execution, two examinations are
performed vith various segments, different number of supervisor parts and specific classifiers.
Case 1: Comparison of acknowledgment execution with various fragments, point signature (PS),
Gabor coefficients (GC) and PS+GC.

Figure 14 (a) shows the acknowledgmerné ngersus subspace estimations with various picked
highlights. The outcomes affirm their supposition that mix of 2D and 3D data can redesign
acknowledgment execution.

Case 2: look at the acknowledgment execution of various classifiers, closeness uwnost an
Support Vector Machine. Figur2.12 (b), (c) and (d) demonstrate the acknowledgment rate
versus subspace estimation with various classifiers. Result in (b) is picked up utilizing point

signature as highlight, (c) is gotten utilizing Gabor coefficienthiglslight and (c) is obtained
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utilizing PS+GC as highlight. With SVM as the classifier, higher acknowledgment rate is

acquired in every one of the three cases.

Figure 2.10: Recognition rate vs. subspace dimensi@ns2000)

1 Pose estimabn from single image

By and large, a face recognition issue can be isolated into two noteworthy parts: standardization
and recognition. In standardization, we have to evaluate the size, illumination, demeanor, and
posture of face from the given image aafierward change input image into standardized
organization which can be perceived by the recognition calculation. Subsequently, how to gauge
posture precisely and productively is a vital issue in face recognition. Tackling this issue is a key
stride in bulding a strong face recognition framework.

(Ji, 2000) propose another methodology for assessing 3D posture of face from single image. He
accept that the state of face can be approximated by a circle. The stance of face can be
communicated as far as yadge, pitch point and move edge of oval (Begire2.13, 2.14). His
framework comprises of three noteworthy parts: understudy identification, face recognition and

posture estimation.

{a) (h) (c)

Figure 2.11: Ellipse approximation of a facg@li, 2000)
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CHAPTER 3
IMAGE PROCESSING PRINCIPLES

Image processing is a very important aspect of pattern recognition and machine learning field. It
offers various techniques to manipulateage data, feature extraction, image enhancement, and
image segmentation. Image manipulation techniques include image samplingsicaling or

downtscaling, conversion to gray images, black and white, etc.

Imaging frameworks develop a (yield) image inhligof (info) signs from various sorts of
articles. They can be grouped in various ways, e.g. as indicated by the radiation or field utilized,
the property being researched, or whether the imagedoared straightforwardly or by
implication. Medicinal imging frameworks, for instance, take input signals which emerge from
different properties of the body of a patient, for example, its lesseningpehms o impression

of ultrasound. The subsequent images can be ceaseless, i.e. simple, or discrete ¢ed;adthean
previous can be changed over into the last by digitization. The test is to get a yield image that is a
precise representation of the information sign, and afterward to break down it and concentrate

however much analytic data from the image asabalexpected (Warfield, et al., 1998).

3.1 Principles of Image Rocessing

A complete advanced image processing frameworku(Ei§.1) is a gathering of equipment

(gear) and programming (computer programs) that can:

() gain an image, utilizing properessors to distinguish the radiation or field and catch the
elements of enthusiasm from the item in the most ideal way. On the off chance that the identified
image is constant, i.e. simple, it should be digitized by a simpt®rtguterized converter
(ADC); (ii) store the image, either incidentally in a working image store utilizing read/compose
memory gadgets known as arbitrary access memory (RAM) or, all the more for all time, utilizing
attractive media (e.g. floppy circles or the computer hard plate nygnomtical media (e.g. Cd
ROMs or DVDs) or semiconductor innovation (e.g. streak memory gadgets); (iii) control, i.e.

process, the image; and (iv) show the image, in a perfect world on a TV or computer screen,
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which contains lines of persistently shiftjinge. simple, force. This requires the generation of a

simple video show signal by an advanceditaple converter (DAC).

Metwork

_}Imagt S|:|'|:|:|r=_}I aDc },. hl‘::;?:w ,_+ DaC ._}. Di=play
Permanent Image
Storage Processing
[Archive] Softerare
Heost

Computer

Figure 3.1: Digital image processing system

3.2 Image Enhancements

Image upgrade brings about an image which either looks betten tonlooker, a subjective
marvel, or which performs better in an ensuing processing class. Upgrade may include
conforming the splendor of the imggen the off chance that it wasxcessively dim or too
splendid, or its difference, if for instance it caimied just a couple shades of dark, giving it a
washedout appearance. On the other hand, it may include smoothing an image that contains a
ton of commotion or dot, or honing an image so that edges inside it are all the more effectively

seen.

Images areréquently altogether debased in the imaging framework, and image rebuilding is
utilized to switch this corruption. This would incorporate switching the impacts of: uneven
illumination, nonstraight identifiers which create a yield (reaction) that is natesponding to

the info (boost), contortion, e.g. "pincushion” and "barrel" bends brought on by ineffectively
centering focal points or electron optics, development of the article amid obtaining, and
undesirable commotior-{gure 3.2). The way to image reiiding is to show the debasement and
afterward to utilize an oppite operation to turn around(fean et al., 2002).
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There exist numerous methods that can upgrade an advanced image without ruining it. The

improvement techniques can extensively be isdl@to the accompanying two classifications:
1. Spatial Domain Methods
2. Recurrence Domain Methads

In spatial area systems, we specifically manage the image pixels. The pixel qualities are
controlled to accomplish fancied improvemheln recurrence area techniques, the image is
initially moved into recurrence space. It implies that, the Fourier Transform of the image is
registered first. All the upgrade operations are performed on the Fourier change of the image and
afterward the Imerse Fourier change is performed to get the resultant image. These upgrade
operations are performed keeping in mind the end goal to alter the image brilliance, contrast or
the dissemination of the dim levels. As a result the pixel esteem (forces) oélthenage will

be altered by change capacity connected on the information values (Gdzedexis, 2001).

Image upgrade just means, changing an image f into image g utilizing T. (Where T is the change.
The estimations of pixels in images f and g araifgd by r and s, individually. As said, the

pixel values r and s are connected by the expression,
s=T(r) (3.2)

Where T is a change that maps agliesteem (r) into a pixel esteeifhe aftereffects of this
change are mapped into the dim scale range as we are managing here just with dim scale

computerized images.

(1) A noisy fluoroscopic 1mage (11) the restored 1mage

Figure 3.2: Image restoring
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3.2.1 Contrast adjustments

Regularly, images have a low element reach and a large number of its elements are hard to see.
We will exhibit diverse force changes that will enhance the presence of thesinkamncing

the presence of an image does not just serve a stylishi gegtjuently, it can enhance the
execution of image division calculations and highlight recognition.

Amid difference conformity, the force estimation of every pixel in the crudeenmghanged

utilizing an exchange capacity to shape a complexity balanced image. The most widely

recognized exchange capacity is the gamma contrast conformity:

high_out T

gamma < 1 gamma = 1 gamma > 1

low_out 1

low_in high_in low_in high_in low_in high_in

Figure 3.3: Gamma corction (Gonzalez & woods, 2001)

Here low_in and low_high give the lowand high grayscale intensity values for the contrast

adjustment, andammagives the exponent for the transfer function.

3.3 Data Compression and Data Redundancy

Imagecompressiordecreases the measure of information expected to depict the image. Images
require huge record sizes, e.g. those involving 512x512 pixels require around 1/4 MB of space,
practically identical to an archive containing 40 pages of coniém.compressiotessens the
document measure so that the image can be all the more effegivebway or transported
electronically, by means of communication for instance, in a shorter time. Pressure is
conceivable on the grounds that images have a tendency to contain excess or redundant data.
Elective stockpiling plans can store the dataledl more successfully, i.e. in littler records, and
decompression calculations can be utilized to recover the first image information. On the off

chance that every one of the informatisrsafeguarded in the packed document, though with

29



various coding, the&eompressions lossless; this is compulsory for restorative images. Littler
image records (i.e. more notewortltpmpressioncan be acquired with lossgompression
procedures, which don't protect the majority of the information of the first image, yatldyya
keep up an image of adequate quality.

There are distinctive techniques to manage various types of previously mentioned redundancies.
Accordingly, an image compressor regularly utilizes a natép calculation to decrease these

redundancies.
3.3.1 Compression nethods

Amid the previous two decades, different compression strategies have been created to address
significant difficulties confronted by computerized imaging (Wallace, 1991). These compression
techniques can be ordered comprehensively intgsyloor lossless compression. Lossy
compression can accomplish a high compression proportion, 50:1 or higher, since it permits
some satisfactory corruption. However it can't totally recoup the first information. Then again,
lossless compression can totallgcuperate the first information however this lessens the
compression proportion to around 2:1. In medicinal applications, lossless compression has been a
prerequisite since it encourages exact conclusion because of no corruption on the first image.
Moreovwer, there exist a few lawful and administrative issues that support lossless compression in

medicinal applications.
1 Lossy Compression Methods

By and largemost lossy compressorBigure 3.4) are threestage calculations, each of which is

as per three st of excess said above.

30



Compressor

Ornginal ) Entropy
Image ——m Transform ——M™ OQuantization ——M Coding i

Channel

Restored Inverse De- Entropy
b BEm— | b BEm— o

Image Transtorm quanirzation Decoding

Decompressor

Figure 3.4: Lossy compression (Wallace, 1991)

The primary stage is a change to dispense with the between pixel repetition to pack data
proficiently. At that point a quantizer is connected to expel psyial excess to spead the

stuffed data with as The first stage is a transform to eliminate thepimedrredundancy to pack
information efficiently. Then a quantizer is applied to remove psythual redundancy to
represent the packed information with as few bits as lplessihe quantized bits are then

efficiently encoded to get more compression from the coding redundancy.
1 Lossless Compression Methods:

Lossless compressorBigure 3.5) are usually twestep algorithms. The first step transforms the
original image to somether format in which the intgrixel redundancy is reduced. The second

step uses an entropy encoder to remove the coding redundancy. The lossless decompressor is a
perfect inverse piess of the lossless compresswinbits as could be expected under the
circumstances. The quantized bits are then effectively encoded to get more compression from the

coding repetition.
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Figure 3.5: Lossless compression (Wallace, 1991)

3.4 Image Segmentation

Image segmentation involves the process of trying to sepawaeregion or some regions of an

image of interest. This operation is very used in medical image processing, where some regions

of an image whole image are marked out from the background. The marked or highlighted region

of interest is referred to as th@reground. One common and effective technique used in image

segmentation is known as image thresholding.

Ori

ginal Image

Edge Image
7

Figure 3.6: Edge based segmentation (Saif et al., 2012)
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3.4.1 Edgedetection

Image processing is a very important aspect of pattern recognitibmachine learning field. It

offers various techniques to manipulate image data, feature extraction, image enhancement, and
image segmentation. Image manipulation techniques include image samplingsicaling or
down-scaling, conversion to gray imagésack and white, etc.

Feature extraction is a process in image processing, where some characteristics or parameters
that describe an image are obtained. The features of interest usually vary for different problems.
Generally, these features are statistparameters that describe some important attributes of the

images.

Feature extraction operations include as edge detection, corners, points, etc. These operations are
very useful in reducing the amount of irrelevant or redundant information that arenednta

images. Filters are special kernels which have predefined pixel values such that it achieves the
particular feature extraction of interest when applied to an image. Common filters used in feature

extraction are the Sobel filter, Canny filter, Gablber, Hough filter, etc.

Edges are boundaries between different textures. Edge also can be defined as discontinuities in
image intasity from one pixel to anotheifhe edges for an image are always the important
characteristics that offer an indicatitor a higher frequency. Detection of edges for an image
may help for image segmentation, data compression, and also help for well matching, such as

image reconstruction and so on.

1 Sobel edge detection
The Sobel filter is particularly suited to edge detwttin image processing; the Sobel operator

reinforces edges and transitions present in the source image by performing the 2D spatial

computation.

It achieves edge detection by performing a convolution of an image with the Sobel filter in the x
direction anl y-direction. Sobel filters are created to have maximum response to edges running

horizontally and vertically in the image; these Sobel filters are described in the figure below.

33



-1 0 +1 #+1 Z +1

-2 0 +2 0 0 0

-1 0 +1 -1 -2 -1
(a) Gix ) Gy

Figure 3.7: Sobel operator

where, G and G are the Sobel filters that emte on the horizontal and vertical edges
respectively. Each filter computes gradient components in either orientation (vertical or
horizontal). G and G can be combined to obtain the absolute gradient component magnitudes at

each point with the formulim equatior3.2

G| = /G2 +G? 3.2

A much faster approximate formula for computing the absolute gradient is given in e@uation

6 =|G|+[G,| (3.3

1 Canny edge detection
This edge detection is an algbm or multistage process that is run in order to achieve a high

end or an optimal detection result. The Canny edge detector algorithm is described below.

1. Source image is smoothened out with a Gaussian filter by convolution; in this stage noise
is removedrom the image.

2. An edge detection filter, such as Sobel or Robert Cross, is applied to compute (highlight)
regions in the image with high first derivatives (reinforce edges in the image).

3. The algorithm tracks along the edges and sets all pixels not oiges to zero, hence,
the earlier computed edges now appear as thin lines in the image, a process referred to as
non-maximal suppression.

4. The edge tracking algorithm can be considered to exhibit hysteresis in that it discourages

discontinues of noisy eég into fragments during ridge tracking; it is controlled by two
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threshold values, T1 and T2 (with T1>T2). Tracking starts at T1, continues in both axes
till the height of the ridge reduces below T2.
The Canny edge detection algorithm is more effectiv@jsband gives a better outcome than the
Sobel detection technique. Figus&3 describes the result of using Sobel and Canny detection

algorithms respectively on the source image (a).

(b) Sobel (c) Canny

Figure 3.8: Canny and Sobel edge detections

3.5Image Processing Aplications

The field of digital image has rapidly expanded in the recent years. The usefulness of this

technology is clear in many different disciplines and areas (Andrew, 2008).
The fields of image processing are:

Robotics
Medical imaging

1
1
1 Machine vision
1

Digital camera images
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3.5.1 Medical image processing

Restorative imaging has been experiencing an insurgency in the previous decade with the
coming of quicker, more precise, and less obtrusive gadgets. This has driven the requirement for
relating programnmg improvement which thusly has given a noteworthy catalyst to new
calculations in sign and picture transformiggefanescu et al., 2004)

In particular, in therapeutic imaging we have four key issues:

1. Segmentation automated methods that creptientspecific models of relevant anatomy

from images;
2. Registration automated methods that align multiple data sets with each other;

3. Visualization- the technological environment in which imag@ded procedures can be
displayed;

Imaging innovation in Medicine made the specialists to see the inside parts of the body for
simple determination. It likewise helped specialists to make keyhole surgeries for coming to the
inside parts without truly opening excessively of the body. CT Swandltrasound and
Magnetic Resonance Imaging assumed conttméam imaging by making the specialists to take

a gander at the body's subtle third measurement. With the CT Scanner, body's inside can be
uncovered with straight forwardness and the unheadtimtories can be distinguished without
bringing about either uneasiness or torment to the patierdy Xjrabs signals from the body's
attractive particles turning to its attractive tune and with the assistance of its intense PC, changes
over scanner imrmation into uncovering pictures of inward organs. Image processing strategies
produced for breaking down remote sensing information may be altered to dissect the yields of
therapeutic imaging frameworks to get best preference to break down indicattbespatients

without any difficulty (Rao, 2004).

3.5.2 Computerized image processing requirements for adlical applications

A Interfacing Anal og yi el ds of sensors f
ultrasound and so forth, to digitizers and thugd Computerized Image Processing
frameworks (Fan et al., 2002).
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CHAPTER 4
ARTIFICIAL NEURAL NETWORK

In this chapter the review oéartificial Neural Networkis presented. Thexdvantage and
disadvantage, network models, algorithanedescribedThe ORC (Optical Character Recognition)

and Intelligent Transportation system are presented

4.1What is ANN?

Artificial neural networks (ANNSs) are the simple simulation of the structure and the function of
the biological brain. The complexn@ accurate structure of the brain makes it able to do hard
different simultaneous tasks using a very huge number of biological neurons connected together
in grids. A first wave of interest in neural networks emerged after the introduction of simplified
neurons by McCulloch and Pitts in 1943. These neurons were presented as models of biological
neurons and as conceptual components for circuits that could perform computtsksal
(Krose& Smagt, 1996)At that time, Von Neumann and Turing discussed isterg aspects of
statistical and robust nature of brdike information processing. But it was only in 1950s that
actual hardware implementations of such networks began to be produced (Fyfe, 1996). ANNs are
used widely nowadays in different branches oérsce. It is used for medical purposes like in
(Khashman, 199%nd(Khashman, 2000)Jsed for image processing for different purposes like
(Khashman& Dimililer, 2007). It is also invested in power and power quality applications and
active power filters \aliviita, 1998) and (Sallan& Khafaga, 2002). In (Yuhon& Weihua,

2010) a survey on the application of the ANNSs in forecasting financial market prices, financial
crises, and stock prediction was presented.

The different mentioned applications of neuratworks imply firstly the learning of the ANNs

to do defined tasks. One of the most common methods of teaching ANNSs to perform given tasks
is the back propagation algorithm. It is based on a rstdgie dynamic system optimization
method proposed bprthur E. Brysonand Yu-Chi Ho in 1969 (Ho, 1969). In 1974, it was
applied in the context of ANNs througlhet works of Paul Werbos David E. Rumelhart
Geoffrey E. HintorandRonald J. Williamsand it became famous and led to a renaissance in the

field of artificial neural netwdks.
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4.2 Analogy to the Human Brain

The artificial neur al network is an imitat:i
using the structure and the function of brain. The human brain is composed of billions of
interconnected neurons. Each @fehese neurons is said to be connected to more than 10000
neighbor neurons. The connecting lines are the dendrites and axons that connect between the
(Shen& Wang, 2012). The dendrites receive the electrochemical signals from the other cells and
transmt it to the body of the cell. If the signals received are powerful enough to fire the neuron;
the neuron will transmit another signal through the axon to the neighbor neurons in the same
way. Thesignal isgoing also to be received by the connected dessl@ind can fire next

neurons

4.3 Artificial Neural Networks

Artificial neural networks are a structure that has inspired its origins from the human thinking
centre or the brain. This structure has been inspired and developed to build a mechanigm that ca
solve difficult problems in the science. Most of the structures of neural networks are similar to
the biological brain in the need for training before being able to do a requiredKtdsk2009).

Similar to the principle of the human neuron, neurdavoek computes the sum of all its inputs.

If that sum is more than a determined level, the correspondent output can then be activated.
Otherwise, the output is not passed to the activation function. Figlirpresents the main
structure of the artificiaheural network where we can see the inputs and weights in addition to
the summation function and the activation function. The output function is the output of the

neuron in this structure. The input of the activation function is given by:

TP=8§ xw, (4.1)
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Figure 4.1: Basic structure of artificial neural network

4.3.1 Structure of ANN

The structure of ANNs consists mainly of three aspects in addition toamenig method. These

aspects are the layers, weights, and activation functions. Each one of these three parts play a very

important rule in the function of the ANN. The learning function is the algorithm that relates

these three parts together and enstivesorrect function of the network.

4.3.2 Layers

ANN is constructed by creating connections between different layers to each other. Information

is being passed between the layers through the synaptic weights. In a standard structure of ANN

there are thre different types of layers (Mena, 2012):

1-

Input layer: the input layer is the first one in a neural network. Its rule is the transmission
of i nput information to the other | ayers.
can be considered as tbensors in biological system. It can also be called non processing
layers.

Output layer: The last layer in the neural network whose output is the output of the whole
network. In contrary to the input layer, the output layer is a processing layer.

Hidden lgers: this is the main part of the network. It consists of one or more of
processing layers. They are connecting the input layers to the output layers. Hidden
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layers are the main processing layers where the weights are being updated continuously.
Each oneof the hidden layers connects between two hidden layers or one hidden and
input or output layer.

Figure4.2 presents the layers of the neural network and the connections between the layers. As

shown in the figure, the inputs are fed to the input layer.othput of the input layer is fed to

the hidden layers. The output obtained from the hidden layers is fed to the output layer that

generates the output of the network.

Input layers Hidden layers Output layers
INPUTS

X b

N

X3— AX x&
s

Figure 4.2: Layers structure in ANNs
4.3.3 Weights

The weights in an ANN representetimemory of that network in which all information is
stocked. The values of the weights are updated continuously during the training of the network
until the desired output is reached. The memory or weights are then stored to be used in future.
After learring the values of these weights are used as the memory of network (Roberts, 2015).

4.3.4 Activation functions or transfer functions

When the inputs are fed to the layers through the associated weights and finding the sum of
them, an activation or transfmction is used to determine whether the output is to be activated

or not. Or in some activation functions, the function is used to determine how much the
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processed input will share in constructing the total output of the network. Activation functions
are very important in neural networks because they can decide whether the input to the neuron is
enough to be passed to the next layer or not (Mena, 2012). There are many types of activation

functions in artificial neural networks:
4.3.4.1 Linear activationfunctions or ramp

In this type of the activation function, the output is varies linearly when the input is small
(Yuhong and Weihua, 2010). If the input is large, the absolute output is limited by 1 as shown in

figure 4.3. The function of this transfer fation is defined by:

g-1 TP ¢ &
oTPp={TP 41 TP 1 (4.2)
b1 1¢TP
A flu)

Figure 4.3: Ramp activation function

4.3.4.2 Threshold function (Hard activation fundion)

In the threshold function the output is zero if the summed input is less than certain value of
threshold, and 1 if the summed input is greater than threshold. This way the output is oscillating
between two values (Yuhory Weihua, 2010). It can betker activated or deactivated like in

figure 4.4. The function of the hard function is defined by:
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80, TP<
oTP) =} 9 (4.3)
i1, TP>q

TP<g TP>g

Figure 4.4: Hard activation function

4.3.4.3 Sigmoid function

This function can range between 0 and 1, but in some cases it can be useful to range it-between
1 and 1. The logarithmic sigmoid and hyperbolic tangent is of the most common sigmoid
functions. These two functions are the most usethe back propagation because they are
differentiable. The formulas of these two functions in addition to the curves are presented in
figure 45. The slope of the curves can be varied based on the application for which it is used
(Kaki, 2009).

output
e 1 i
0.5¢ input = I ive™
5 10
_el-e™" |
Tl1+e
5 10

Figure 4.5: logarithmic and hyper tangential sigmoid activation functions
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In the back propagation algorithms, the-kg and tarsig functions are the most used (Kaki,
2009). The main advantage of these two functions is the fact hlegt ¢can be easily

differentiated. The derivative of the logarithmic sigmoid is given by:

%o(q) =of P o)) (4.4)
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CHAPTER 5
SCALE INVARIANT FEATURE TRANSFORM (SIFT)

In 2004, D.Lowe, Universiy of British Columbia, contrived another study, Scale Invariant
Feature Transform (SIFT) in his paper, Distinctive Image Features from-I8catént

Keypoints, which separate keypoints and technique its descriptors (Lowe, 2004).

In various figurings, w saw some corner pioneers like Harris and so on. They are upset
invariant, which deduces, paying little regard to the probability that the photograplotied;

we can locate the same corners. It is clear in light of the way that corners remain gorners i
turned picture furthermore. Regardless, shouldn't something be said as to scaling? A corner may
not be a corner if the photograph is scaled. For example, check a crucial picture underneath. A
corner in a little picture inside a little window is level whieis zoomed in the same window. So

Harris corner is not scale invariant.

Figure 5.1: Scaleinvariance (Lowe, 2004)

Four steps are involved in the SIFT algorithm. They will be dssti®ne by one in this chapter.
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5.1 SIFT - Scale Invariant FeatureTransforms

For any item there are numerous elements, intriguing point on the object that can be extricated to
give a "feature" portrayal of the item. This depiction can then be utilized when endeavoring to
find the article in a picture containing numerodsferent items. There are numerous
contemplations while separating these components and how to record them. Filter image
highlights give an arrangement of elements of an article that are not influenced by a hefty portion
of the confusions experienced different techniques, for example, object scaling and pivot
(Lowe, 1999).

While taking into consideration an article to be perceived in a bigger picture SIFT picture
includes additionally take into account objects in various pictures of the same ageafrdak
various positions inside the earth, to be perceived. Filter components are likewise exceptionally

strong to the impacts of "clamor" in the picture.

The SIFT approach, for picture highlight era, takes a picture and changes it into a "vast
accumulabn of neighborhood highlight vectors (Lowe, 2004). Each of these element vectors is
invariant to any scaling, pivot or interpretation of the image. This methodology offers numerous
components with neuron reactions in primate vision. To help the extradtihese components

the SIFT calculation applies a 4 phase separating approach.
5.1.1 Scalespace extrema detection

From the image above, plainly that the same window was utilized to recognize keypoints with
different scale. It supports of little cornén. any case, to recognize greater corners we require
greater windowsk-or this, scalespace separating is utilized. In it, Laplacian of Gaussian is found
for the picture with differentsigma values. LoG goes about as a blob pointer which sees blobs in
different sizes in perspective of progressionsigma. Basicallylsigma goes about as a scaling
parameter. For eg, in the above picture, gaussian part witlsigmva gives high respect for little
corner while guassian bit with highigma fits well for nore prominent corner. Thusly, we can
discover the range maxima over the scale and space which gives us a rundownsania)y,
qualities which surmises there is a potential keypoint at (x\gjgaha scale (Lowe, 2001).
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By the by, this LoG is to som@egree amazing, so SIFT tally utilizes Difference of Gaussians
which is an estimation of LoG. Intricacy of Gaussian is gotten as the capability of Gaussian
blurring of a picture with two differensigma, let it basigma and Ysigma. This technique is
camble for various octaves of the picture in Gaussian Pyramid. It is tended to in underneath

picture:

Scale
(next
octave)

Scale
(first
octave)

Difference of
Gaussian Gaussian (DOG)

Figure 5.2: Gaussian pyramids (Lowe, 2004)

When this DoG are found, images are scanned for nearby extrema over scale and space. For eg,
one pixel in anmage is contrasted and its 8 neighbors and in addition 9 pixels in next scale and

9 pixels in past scales. On the off chance that it is a neighborhood extrema, it is a potential
keypoint. It essentially implies that keypoint is best spoken to in that. dtaseappeared in
underneath image:
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P

Figure 5.3: Scaleinvariance (Lowe, 2004)

As to parameters, the workves someaccuratedatawhich can be compressed as, number of
octaves = 4, number of scale levels = 5, startengma=1.6, kxsqgrt{2} and so foth as ideal
qualities (Lowe, 2001).

The scale space is defined by the function:
0 \I"rl", no \I"rl", z u: \I"r (5.1)

Where * is the convol ut i on-sald@Gussianand i(xay) iothe, G( x
info image.

Different systems can then be utilized to distinguish stable keypoint areas in thepscae

Difference of Gaussians is one such system, findingscglea c e ext r e ma, D(x, vy

the difference betweewto i mages, one with scale k times tl
’O \IVIIV’ i‘) ‘IVII"F'Q” 0 ‘I"rl"’ (52)

To detect the nearby maxima and minima df ©, Y, a) every point i S

neighbors at the same scale, and its 9 neighbors here and there one scale. On the off chance that

this worth is the base or most extreme of every one of these focuses then this point is an extrema.
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5.1.2 Keypoint localization

This stage endeavors to take out more focuses from the rundown of keypoints by finding those
that have low differentiation or are ineffectively confined on an edge. This is accomplished by

figuring the Laplacian, The location of extremumiszgiven by:

) Zr Ir (5.3)

z @ z

In the event that the capacity esteem at z is undereeggesteem then this point is rejected.

This expels extrema with low complexiffo dispense with extrema in view of poor localisation

it is noticed that in these cases there is a huge standard bend over the edge however a little ebb
and flowin the opposite course in thdfdrence of Gaussian capacity. On the off chance that this
difference is beneath the proportion of biggest to littlest eigenvector, from the 2x2 Hessian
matrix at the area and size of the keypoint, the keypoint is rejected (Lowe, 2001).

5.1.3 Orientation assignment

In shortan acquaintance is relegated with eackipkent to accomplish invariance to picture
change. A neigbourhood is taken around the keypoint range contingent on the scale, and the
inclination size and course is enlisted in that area. A presentation histogram with 36 storehouses
covering 360 degrees imade. (It is weighted by point immensity and gaussiaighted
meandering window withsigma equivalent to 1.5 times the range of keypoint. The most lifted

top in the histogram is taken and any crest above 80% of it is in like way considered to figure the
presentation. It makes keypoints with same area and scale, yet unmistakable heading. It adds to

security of sorting out (Rayel& Hanson, 2001).
5.1.4 Keypoint descriptor

The nearby slope information, utilized above, is additionally used to make kegpsoriptors.

The slope data is pivoted to line up with the orientation of the keypoint and afterward weighted
by a Gaussian with change of 1.5 * keypoint scale. This information is then used to make an
arrangement of histograms over a window fixated erk#éypoint.

Keypoint descriptors commonly utilizes an arrangement of 16 histograms, adjusted in a 4x4

matrix, each with 8 orientation canisters, one for each of the primary compass bearings and one

49



for each of the mighurposes of these headings. Thesecames in a component vector

containing 128 components (Yanushkevich, et al., 2008).
5.1.5 Keypoint matching

Keypointswithin two images are coordinated by distinguishing their closest neighbors. Be that
as it may, sometimes, the second nearest match begitceptionally close to the first. It might
happen because of commotion or some different reasons. All things considered, proportion of
nearest separation to secamehrest separation is taken. In the eventithatmore noteworthy

than 0.8. It elimintes around 90% of false matches while disposes of just 5% right matches,

according to the paper (Lowe, 2004).

5.2 Summary

This chapter discussed the Scale Invariant Feature Transform (SIFT) that recently becomes an
effective technique for the task of faoecognition. The chapter presented an introduction in

addition to a detailed explanation of the SIFT concept and working principles.
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CHAPTER 6
THE SYSTEM DESIGN AND PERFORMANCE

6.1 Face Recognition and SIFT in Image Processing

Face Regagnition (FR is an exploration range spreading over a few trains, for example, image
processing, pattern recognition, computer vision and neural sy$tere are numerous uses of

FR as appeared in Table 1. These applications range from coordinatingtof i ongoing
coordinating of reconnaissance video. Contingent upon the particular application, FR has diverse
level of trouble and requires extensive variety of strategies. In 1995, a survey paper by
(Chellappa et al., 2@ gives ahoroughreview of R around then. Amidhe previous couple of

years, FRs still under quick development.

The points of the proposddameworkis to utilize the Scale Invariant Feature Transform as
highlight descriptor and extractor of a smart face recognition frameworkiaw of
backpropagation neural system. Filter descriptor contained a technique for identifying interest
focuses from a dark level image at which insights of nearby slope bearings of image powers were
aggregated to give an outlining portrayal of the neightod image structures in a
neighborhood around every interest point, with the aim that this descriptor ought to be utilized

for coordinating relating interest focuses between various images.

6.2 The Proposed Methodology

The proposed system is a face gation intelligent system based on SIFT algorithm for the
feature extraction and backpropagation neural network. The purpose of this research is to
evaluate the effectiveness of a backpropagation neural network in recognizing different face and
to comparethe obtained results with those in the literature review. The developed framework
consists of two main phases which are the processing phase and the classification phase in which
the image is classified as different faces. In the image processing pbdaedghmages are pre
processed using many techniques such as conversion to grayscale and filtering using median
filter. Then the most significant technique takes place which is the feature extraction using SIFT.

These techniques are done in order to ecédime quality of images and to extract the important
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features in such a way to take only the i mpor
and parts of the image. At the end of this phase, the images are fed to a backpropagation neural

networkin which they are classified as different faces for different individuals.

The two main phases of the proposed face recognition system are illustraiga &6.1

Figure 6.1: Phases of the developed face recognition system

These following are the iage processing techniques and the classification methods used in our

proposed system for the intelligent face recognition of individuals using SIFT.

1. Read RGB images
2. Image size rescaling to 100*100 pixels for the purpose of faster processing
3. Scale InvarianFeature Transform: SIFT
A Scalespace extrema detection
A Keypoint localization
A Orientation assignment
A Keypoint descriptor
A Keypoint matching
4. Feed the extracted features into a backpropagation neural network
5. Train the neural network
6. Test the neural network
Theanalysis and processing of the face images take place first in the system so thabséree

image is extracted from the original image. The later stages are the feature extraction and neural
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classification phases in which the features is extractedgutia Scale Invariant Feature
Transform: SIFT. Once the features are detected and extracted, they are fed into a

backpropagation neural network respectively with their targets.

Figure 6.2 represents a flowchart that illustrates our proposed system fdadberecognition
using SIFT. Figure.3 shows a face image from our database that undergoes all the system

processes in order finally to be segmented.

Read and Convert to
Grayscale

Y
Image Resizing to

100*100

Y

Extract Features

using SIFT
YY VYWY
Classification using Face
ANN ) Recognition

Figure 6.2: Flowchart of the developed framework
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Original image

Laplacian of Gaussian is found for the image with different \sigma values

Elapsed time
Elapsed time
Elapsed time
Elapsed time
Elapsed time
Elapsed time
>>|

is
is
is
is
is
is

0.167163
5.530438
7.400285
1,072943
0.850700
0.720978

seconds.
seconds.
seconds.
seconds.
seconds.
seconds.

Time taken for the process of each step in the SIFT algorithm

Extracted Features

Figure 6.3: One face image processed using thestigped image processing system

6.3 Dataset

The images were collected frothe benchmark databasAT&T database. This database
contains 400 images for 40 subjects, with 40 images/person. The images contain different facial

expressions and illumination rditions for each subject. The image siz@5¢* 256 pixels, 128

SIFT features are extracted for each image.

The images were all resized to 100*100 pixels for fast processing purposes. The total number of
images used for the designed system is 200 im#&gesng them, 100 are for training and 100
for testing phase. The 200 images are divided into 20 individuals; each one of them has 10

different facial expressions. For each individual 5 expressions were used for training while the
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other 5 expressions wereaador testing purposes. Tabeshows the number of face images in

the database. Figu6 illustrates some of the images found in the AT&T database.

Table 6: Total number of images

Number of Nb. of expression per  Nb. Of poses per Total
individuals individual expression
20 10 1 200

In order to improve the effectiveness of the network, some images are rotated in different angles

more than one time so that the network has all the required properties such asirotatiance

and Scale invariance aims make the intelligent system more robust in determining the image

of faces that can be placed at different angles (Khashman 2012).

Moreover, the purpose of getting different facial expression images to use the other facial images

for testing phase in oed to evaluate the effectiveness of the designed face recognition system.

Figure 6.4: Sample of the database images
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6.4 The System Design Process

SIFT algorithm is a technique that is used to extract some unique, scaled, and invariant features
that distnguish between different faces. Thus, using these features for distinguishing faces would
come up with an efficient system that might be capable of recognizing faces robustly regardless
of the face image scale or orientation. Thus, the SIFT algorithm sed i designing the
presented face recognition system as a scal@riant feature extractor. These features represent

the each face since they differ from each image to another. Therefore, they are used as inputs for
the neural classifier that would lmaand generalize (recognize) faces later on in the testing

phase.

Test Database
images

Train Database
images

Feature Extraction

SIFT AlgorithnAJ‘

y Feature Extraction
Training Phase SIFT Algorithm
)

A

(Neural Network

N

Traimned

Network ‘4

A

Face
Identitificatior

Figure 6.5 System Flowchart

The Rgure above shows the flowchart of the proposed intelligent face recognition system using
SIFT algorithm. The images are used to train the backprapagatwork through their features

which are extracted using SIFT algorithm. After training and convergence, the testing images are
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used then for testing the neural network after they pass through the feature extraction phase using
SIFT.

6.5.1Features Exraction

As mentioned above, the faces were not directly fed to the neural network. However, an
algorithm was used to extract some features that can represent the whole face and be unique and
rotation invariant. This algorithm is called Scale Invariantéeal ransform.

Scalelnvariant Feature Transform (SIFT) is an image descriptor used to detect for image

based matching and recognition developed by David Lowe (Lowe, 2004).

The SIFT approach, for image feature generation, takes an image and transhotona ftarge
collection of local feature vectors" (Lowe, 1999). Each of these feature vectors is invariant to any

scaling, rotation or translation of the image.
To aid the extraction of these features the SIFT algorithm applies a 4 stage filterirmchppro

1 ScaleSpace Extrema Detection
This phase of the separating endeavors to recognize those areas and scales that are identifiable

from various perspectives of the same article.

1 Keypoint Localistaion
This stage endeavors to kill more focuses from thmelown of keypoints by finding those that
have low differentiation or are ineffectively limited on an edge. This is accomplished by

ascertaining the Laplacian.

91 Orientation Assignment
This progression plans to appoint a steady introduction to the keypaking into account
neighborhood image properties. The keypoint descriptor, depicted underneath, can then be

spoken to with respect to this introduction, accomplishing invariance to rotation.

1 Keypoint Descriptor
The neighborhood angle information, izd above, is additionally used to make keypoint
descriptors. The slope data is rotated to line up with the introduction of the keypoint and after

that weighted by a Gaussian with fluctuation of 1.5 * keypoint scale.
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The figure below shows the steps of tBIFT approach when applying in the proposed system in
order to detect the keypoints of image.

Original image

Laplacian of Gaussian 1s found for the image with different ‘sigma values

Extracted Features

Figure 6.6 SIFT approach applied on the proposed system images

6.6 Training of the Neural Network System
6.6.1Backpropagation neural network

It is impottant that while a single neuron is capable of learning, there are some complex
functions that cannot be satisfactorily learned by a single neuron. This particular set of problems
are referred to as linearly n@eparable problems; that is one single stiidlige cannot be used

to satisfactorily partition decision boundaries. Note that the same problem exists in a model with
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many neurons of only one layer. It is has been shown that the solution to such problems relies on
neural models of more than one layee. multilayer networks. Fortunately, one of the most
popular multilayer network models, backpropagation neural network (BPNN), is employed
within this work for modeling climate data and for performing forecast. Also, in many
literatures, it is not unecomon to find backpropagation neural network referred to as multilayer
perceptron (MLP). Furthermore, the backpropagatiearal network relies on learning scheme

referred to as supervised learning for learning tasks.

Input layer Hidden layer #1 Hidden layer #2 Output layer

x, .‘. 1 ‘ 1 ‘ »(1) ¥y

xy .“‘v 2 =(2) Y2

() (X
A

6.7: Backproagation Neural NetworkFBIN (Zhao, 2009

¢
J

K¢

The supervised learning scheme is a situation where a model is supplied inputs and
corresponding desired outputs (or targets). The backpropagation neural network is basically a
stacked of artificial neurons as layers (James et al., 20B&gkpropagation neural networks

have at least three layers, which are the input, hidden and output layers.

The input layer is where input (independent) variables are supplied to the network, the hidden
layer is primarily where the abstract features (eis¢ions) between the independent and
dependent variables are extracted (or learned) and the output layer is where the computed
dependent and target dependent are used to obtain network error for iteratively updating the
parameters of the network. Note ttheackpropagation neural network can have more than one
hidden layer; however, one hidden layer is sufficient for learning most tasks. The backpropation

neural network is shown in Figuée?.
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6.6.2Neural network training

During this training phase, tiface images are used for training the neural network in order to
have the capability to recognize different scaled, noisy, and rotated images later on after
convergence. We used the backpropagation algorithm as a learning method due to its simplicity
and he sufficient number of images. The images werkectdd from the AT&T databas@he
database contains 200 images for 20 individuals; each has 10 different facial expressions. The
system was trained on 100 images; for 20 different individuals. We useffetertt facial

expressions for each individual. Therefore, the total number of images used for this phase is 100.

Figure 6.8 Neural network of the developed face recognition syst&m100 hidden neurons
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