37gvI13d ANV 31gVIVOS V 40 NOILVOILSIANI HIICYMIY NVZZY

AONVINHO443d ANV  NOILVLININITdNI NOIS3A

8T0¢
N3N

DESIGN IMPLEMENTATION AND
PERFORMANCE INVESTIGATION OF A
SCALABLE AND RELIABLE DATA NETWORKING
PLATFORM

A THESIS SUBMITTED TO THE
GRADUATE SCHOOL OF APPLIED
SCIENCES
OF
NEAR EAST UNIVERSITY

By
Azzam Alwajeeh

In Partial Fulfilment of the Requirementsfor
the Deg ee of Master of Saence
in
Electrical and Electronic Engineering

NICOSIA, 2018






DESIGN IMPLEMENTATION AND
PERFORMANCE INVESTIGATION OF A
SCALABLE AND RELIABLE DATA NETWORKING
PLATFORM

A THESIS SUBMITTED TO THE
GRADUATE SCHOOL OF APPLIED
SCIENCES
OF
NEAR EAST UNIVERSITY

By
Azzam Alwajeeh

In Partial Fulfilment of the Requirementsfor
the Deg ee of Master of Saence
in
Electrical and Electronic Engineering

NICOSIA, 2018



AZZAM ALWAJEEH: DESIGN IMPLEMENTATION AND PERFORMANCE
INVESTIGATION OF A SCALABLE AND RELIABLE DATA NETWORKING
PLATFORM

Approval of Director of Graduate
School of Applied Sciences

Prof. Dr. Nadire¢ AV Uk

We certify this thesisis satifactory for the award of the degree of Master of Science
in Electrical and Electronic Engineering

Examining Committeein Charge:

Prof. Dr. RashadAliyev Departmenbf MathematicsEMU
Assist.Prof. Dr. Ali Serener Departmenbf ElectricalandElectronic
EngineeringNEU
Assist.Prof. Dr. HuseyinHaci Departmenbf ElectricalandElectronic

EngineeringNEU



| herebydeclarethat all informationin this documenthasbeenobtainedand presentedn
accordancevith academiculesandethicalconduct.l alsodeclarethat,asrequiredby these
rules and conduct,| havefully cited and referencedall materialand resultsthat are not

original to this work.

Name,lastname:AZZAM. ALWAJEEH
Signature:
Date:



ACKNOWLEDGEMENTS

First, | would like to thank God for everythingand for supplyingme with patienceand

supportingmewith faith.

| would like to thankProf. Dr. HuseyinHacifor hisinvaluablecontributionso my scientific
andpersonablevelopmentHe alwaysencourageaneto moveforward,developmyselfand
takethe further step.Without his commentsand contributionsthe work of this thesiscould

notbeachieved.

| alsoserd my specialthanksto my motherfor her care,prayersand her passion.l also

appreciateny father'scontinuoussupport,adviceandencouragement.

Finally, | wouldlike to thankthedoctorsandcolleague$n thelab andschoolfor theirsupport

andfriendy environment.



ABSTRACT

Networkingis anessentiathingin organizationsthereforetherecanneverbe establishment
of any connectionwithout it. Networkingis irreplaceablehesedays,it mustbe considered
asaveryimportantstudyin scientificresearchesAs aresultof theimportanceof networks
in the practicallife, the design,configurationand connectivitymustbe donecarefully to
produceareliableandscalablenetworkingsystenplatformin awaythatit would beflexible
and compatiblewith the developmentof the technologythat is associatedwith it. The
consideratiorof the networkprotocolsis a critical factor becauset managesindorganizes
the behaviorof networksfor a specificpurpose.

In thisthess, thenetworktier policy wasinnovatedandcreatedor networkingdesignwhile
the binomial probability was utilized as a methodto obtain the value of systemfailure
probability for a reliable and scalablemulti-tiers networking systemplatform. Multiple
networking systems(headquarterpranch and remote home office) were configuredand
linked with networking protocols, these sites were connectedto two internet service
providers(ISPs)by fiber connection Anotheraim of this thesiswasto provideredundancy
notonly atroutinglayeror switchinglayerbutalsoto makesurethattheredundancyndthe
innovated design was provided at each networking tier. Multiple networking systems
scenarioswere appliedto analyseand investigatetheir performancevia two softwares:
MATLAB andPackeftTracer.Theresultswereshownvia comparinghereliability rateand
failure rateof eachnetworksystemsehavior.Therewasalsothe consideratiorof providing
a balancedandfair systemin manyaspectsuchasgoodreliability, economicbudgetand

reductionin the complexityof programminggconfiguration anddesignasmuchaspossible.

Keywords reliability; scalability; networkingtiers; redundancyjoad balancing;binomial

probability; systemmodel& performance
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CHAPTER 1
INTRODUCTION

1.1 Motivation

In thecomingdecadesthe networkenvironmenexpectsffectiveinnovativetechnologieshat
will contributeto makingnetworksystemsamorereliableandintegrated Figure 1.1 illustrates
an exampleof the environmentof networking systemreliability, which is representedy
headquartetHQ", branch,andtwo internetserviceproviders" | S P 1 " ,Mork tBan&ver,.
mostbusinesandgovernmenbrganizationglemandreliableandscalableconnectiorwith the
corporatedatabaseReliability is an essentiahetvorking componentit is significantfor these
organizationsto integrate a system that allows robug corporate steadinessapproach
Redundancyechnologiesaand protocolsmustbe contemplatedieeplyand executedccarefully.
Networkredundancys anunpretetious notionto realize,andwhena singlepoint of accesss

used,t canleadto failure, andtherewould not be analternativeaccesto dependn.
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Figure 1.1: lllustrationof Reliability of NetworkingSystems£nvironments



If asubordinateor tertiarytechniqueof connections implementedwhenthe coreaccesgoes
down,asecondaryvayto associatéo resourcesindretaintheconnectiorbecome®perational.
The major phasein producingnetworking redundancygspeciallyin the wide areanetwork
A WA Nsgto institutea schemestrategythatwill consento inspectthe presentarchitectureor
infrastructure.This strategymustbe ableto give room for the publishing,configurationand
testingof the whole redundancynetworking. Thereshouldalsobe an establishmentf policy
andprocedureshatpermitthe observatiorof the connectionsn suchaway thatit would show
signsof warningbeforethingsgo down,wherethatproperactionwould be professionallytaken
to avoidthat. Theinquiry is climactericto createa powerfulredundanctrategy Aimostevery
network establisheds unparalleledin sometechniqueand that is the reasonthere must by
scrutinizationand consideratiormust not only be placedon popularcomponentghat would
needredundancypbut alsoon all otherclassificationghathavebeenputin placebut thathave
notbeenconsideredo be a mainframeconnectionin undergoingheinvestigationof ahazard,
valuation must take prominence.For example, the core site iH Q dmust be involved in
considerationf thatis the placethe bulk of the databases situatedor wherethe plurality of
serviceconnectiongerminates Switching,routing, andsecurityprotocolsaresignificantto be
carefully configuredto properlymanpulatethe parameter®f the networksthat will establish
thereliability.

In addition,networkingsolutionslike Cisconetworkingdevicesandsystemsapplicationgnust
be presentwhere exact protocols can be utilized to encompasghe failover progressionif
executedappropriatelyLoadbalancingfailover resolutionsandprotocolsarethe backboneo
createa reliableandintegratednetworkingsystem However reliability shouldnot be deemed
importantjust at the link level of connection.Network links, networking devicessuch as
switches,routers,firewalls, applicationconveyanceontrollers,servers storagemethodsand
othersshouldbereliable.Also, constituenbf networkdevicesneedgo bereliable.Forinstance,
if the voicetraffic carriedoverunreliableseriallinks probablyencountedroppedpacket,asa
resultof link fluctuation,the bestmethodis to carryvoicetraffic throughthe low latencylinks

whichdo nothavepacketossandlatency.In casecheapeunreliableconnectionsvereutilized,



the datatraffic shouldbe carriedoverthem.But actually,whatsoevenetworkdevice,link or
componenthatis elected principally theywill miscarry.

The optimal and matched reliable network devices, links, component, protocols, and
infrastructue mustbe studieddeeplyto deliberateandavoidthefailure of connectivity.Evenif
thereis a powerful budgetcapableof providing a large numberof networkdevicesand other
elementsit will not makea big difference,which is intendedto establishthe reliability of the
networkif not usedoptimally andeffectively. All of theseparadoxe$eadto animportantand
intentionalgoal: the reliability of network systemss not only proportionalto the quality and
guantityof the availablenetworkequipmenbutit is alsoa proportionalfactorwith technology
and protocolsusedwithin network devicesand systems.This is the reasoninvestigationof

networkingreliability performancevasstudiedin thisthesis.

The networkingscalabilityis consideredisa significant partof networkingsystemintegration,
which measuresand providesapprobationor applicationthat can expandto meetgrowing
performancelemandsFor examplejn exchangingoublishingwhenit is appliedto clustering.
Scalabilityis the aptituce to incrementallyincreasehe numberof networkclientsto a present
cluster, while the overall load of the cluster overridesthe cluster'scapability to produce
sufficient performanceTo meetthe growing up performanceaequirementf the messaging
infrastructuretherearetwo typesof scalabilitypoliciesthatcanbeimplementedthescalingup
andscalingout. Scalingup encompassegugmentatiorsystemresourcegsuchas processors,
memory, disks, and network adapters)to the prevailing hardware,or substitutingpresent
hardwarewith superiorquality systenresourcesScalingupis suitableto developnetworkhost
responsetime, such as in an exchangefront-end server network load balancingii NL B 0
configuration.For instancejf the existinghardwares not providing satisfactoryperformance
for network users,addinga randomaccessmemoryfi R A M®consideredand also adding
centralprocessingunitsi C P Uetlde serversn i N L Blasterto meetthe requirementsan
alsobeconsidered.

Forinstanceserverboostssingularor severalCPUsthatimitatethesymmetricmultiprocessing

"SMP" criterion. Utilizing SMP, the operatingsystemcan operatethreadson any obtainable



processorwhich createsits potential for applicationsto utilize numerousprocessorsvhen
supplementaryprocessingpoweris necessaryo grow up a system'ssompetencesScalingout
encompassescreasingnetworkingdevicesto meetrequirementsln arearendservercluster,
thesdeadshaveincreasecdhodedo thecluster Thisis thereasorthenetworksystemsavebeen
ideally createdandstudiedin this thesisto makethemflexible in termsof deploymentn the
future expansionat the level of usersand the level of applicationsthat contributeto the
upgradingof netwak systems.

It shouldbe notedthatthe scalabilityandreliability will not reachthe desiredevel unlessthe
networkingsystemis designeccarefullyin idealandoptimal policy. Network systemsnustbe
designedo guarantedhat transportatiometworkscanregulateandscaleto the requirements
for newapplicationsor servicesNetworkingdevicesandinformationnetworksareclimacterics
to theaccomplishmenof organizationabusinessedjoth hugeandsimple. Theylink network
usersassissoftwareandservicesandestablisraccesso thedatabaséhatretainghebusinesses
successivelyandto meetthe regulardemandsf businesseslhesenetworkingsystemsmust
alsobecapablemanageablandsupportiveto regulateandedittraffic loadsto preserveeliable
serviceresponsdimes. It is no longer functional to institute networksby linking numerous
standalonéngredientsvithout carefulstrategyanddesign.

Whenthe networkingsystemis underconstructionthe structureand strategyof designmust
make provisionfor a significantnetworkingfactor. Thenetworkshouldoperateup all thetime,
especiallyduring the working time of network clients. Evenon the occasionof unsuccessful
connectionsgevicefailure,andoverloadedituationsthenetworkshouldreliablytransportdata
traffic and preparesensibleresponsetiimes from any client to any client connection.The
networkingmustalsoensurehatsecurityis involvedin the systemglatformin suchawaythat
it will protectthe databasehatis transferredthroughit anddatatraffic stowedon the network
equipmenthatlinks to it. Modifying thenetworkhasto beeasyto acclimateto systemgrowing
and overall service changesalterations. As a result of failure that sometimeshappen,
troubleshootig of networkingissuesshould not be complicated,and the discoveringand
solving of issuesshouldnot betoo time-intensive This is thereasoma newdesigningprotocol

orstrategycalledii n e t w dierk @ :niggsmmovatedo simplify andfacilitatethedesigning



of networkingsystemplatformsin this thesis.The whole networkingsystemis divided into
multiple networkingtiers and eachnetworkingtier consistsof single or multiple networking
devices.

These networking tiers representzones that have diverse physical or logical A vi rt ual 0
connectivity.Theycontributein designatingvherevariousservicesoccurin the network. This
tiering supportdlexibility in networkingdesign,t easegnforcementandissuesnvestigation.
This tiering protocolhasamazingadvantageamongwhich is thatit establishes deterministic
networkingsystemwith obviouslydemarcatethordersbetweerlayers.lt alsoprepare®bvious
demarcatiorpositionsso that the network engineercognizespreciselywherethe datatraffic
createsand whereits inflows. It also guaranteeghe scalability by allowing enterprisesto
increasdayersor networkingdeviceseasily. As a networkingsystemplatformscomplication
arisesthe networkingengineemwill be ableto install newapplication servicedrom it andalso
helps the network administratorto configure networking protocolsand resolutionswithout
manipulatinghe underlyingnetworkingsystemmodel.

While gatheringdesigningfactorsby this strategythe networkengineerclassifieghe problems
thatdisturbthewholenetworkingsystemandthosethatmakeissuesonly with specifictiers.By
creatingatiering topologyprotocol,the networkadministratoicaninsulatenetworkingtiers of
concernand distinguishthe performanceof the sysems. The networkingtier protocol also
analyzeghe reliability and failure of eachtier or the entire networkingsystemto realizethe
effect of a specific requirementto expandbeyondthe original estimateof the networking
system.This innovated supevision can greatly develop the performanceand provide the
requiredbandwidthwherethe datatraffic will betransmittechroughit.

1.2Challenges

In orderto havea reliable andscalablenetwork,the security,privacy, andreliability mustbe
establishean eachprime networkingredientsTherefore thefirst challengen this thesiswas
howto obtainthereliability, scalabilityandavoidthefailure atall levelsof networkingsystem
platforms.Forexamplejf thereis no authenticatedechniqueo oblige securityprotectingeach

datatraffic transactioron prime networkingredientsa networkingsystemcannotbe depended



on, in this kind of performancerustworthymodel. The systemfailures are solvedwhenthe
mainlink or networkingcomponents down, it needso befailoverandbackingupthebehavior
of this componentbefore the whole connectionalso terminates.The most amazingthing is
establishinghereliability atall layersandlevelsof the corenetworksystemingredientandthe
standbynetwork sygemingredient.lt meansthat providing a redundantSP is uselessinless
the switching, routing, securityand physicaltiers do not havefailover. This is the uniqueand

innovatedfactorthathasalreadybeenappliedto the projectto remedythis kind of challenge.

SITE 2
STANDBY

SITE 1
ACTIVE

— PortChannel
VLANZO0 Failover Trunk Failover

Link Link
ASA1 VLAN3D VLAN30 ASA2

PortChannel
Trunk

SERVER POOL A SERVER POOL B

Figure 1.2: lllustrationof networkingreliability atthe entiresitelevel.
Forinstancefigure 1.2is aclarificationof networkingreliability attheentiresitelevel. Overall,
theredundancys approachethroughactive/standbyolicy in all ingredientof thenetworking
sites.Site 1 is the active networkingsite andsite 2 is the standbynetworkingsite. During the
regularprocessgatatraffic influxesfrom theISPforwardsnetworkingsite 1 in orderto access



i s e poold 10 Wherethefailure of layer3 hasbeendealtwith by implementingHot Standby
RouterProtocolfi H S RaPhmthroutersR1andR2. A fiber optic connectioroperatebetween
theR1andR2to reducecertainfailure situationsandto contributeto betterworking operations

of the HSRPmechanismThe switchesSW1andSW2representhelayer 2 of thesystem.The
failure of thislayeris terminatedy linking thesetwo switcheso eachotherwith two fiber optic
connectionsandthetwo connectionsreconfiguredasportchanneih Et h e r Camdirank e | 0
situation.Thetwo networkingfirewalls ASA1 andASA2 areprogrammedn anActive/Standby
situation,while the ASAL is in active mode,the ASA2 is in standy mode. The failure of
firewalls hasbeenhandledby the failover connectionsbetweenthem and placedacrossthe
Layer2 switchesSW1andSW3andthetrunkedfiber optic connectiongChaturvedi2016)

Basedon theillustrationof Figure 1.2 above bothfailover connectiongelateto VLAN3O0, it is
asit hasbeendirectly linked in the sameLayer 2 VLAN. The outsidenetworkingportstwo
firewalls relateto VLAN 20 and the inside networking ports relateto VLAN10 "the same
VLANSs ontwo sites".The outsideand insidefirewalls connectiondiavelLayer 2 connectivity,
thus, the failover operationwill run successfully. Analyzing and evaluatingthe reliability of
networksystemss one of the mosteloquentfactorsthat contributeto reducingfailure. Thus,
this analysisandstudycannotreachits intendedgoal without the implementatiorof scenarios
andcasef practicd failuresin theintendednetworksystem.The layer 3 failure represented
whentherouterR1is deador down.In thisissuetheHSRPwill electrouterR2 asthedominant
routerof layer3. While thedatatraffic will influx asthefollowing:

Internet —» R2— SW3—— ASAL1 (via fiber optic) — serverpool A.

Wherethe failure of layer 2 is assumedvhen switch SW1 is down or terminatedfor some
reasonRouterR2andfirewall ASA2 will beselectedsactivenetworkingdevicesandtheroute
of datatraffic will flow asthenext:

Internet—» R2—» SW3—» ASA2—» SW4— SW2—» serverpool A.

Thefailure of asecuritylayeris assumedvhenthefirewall ASAL is dying, thenthe secondary
firewall will bein activemodeandthedatatraffic flow will beasthenextroute:

Internet—> R1—»SW1—>SW3—>ASA2—»>SW4 —» SW2—> serverpool A.



Thesecondchallengen this thesisis how to obtainthe balanceat designingthe infrastructure,
andintegrationof networkingsystemwhile takinginto consideratiomeducingtheconfiguration
complexity,enhanceeliability, andfairnessat the budget.Thethird challengas the difficulty
in analyzing and studying each networking tier accuratelyand carefully, otherwise, the
performanceof networkingsystemwill not approachthe desiredlevel, which is intendedto
provideanddeliver networkapplicationservicesn a comfortedand eloquentmethod.In this
thesis the binomial probability functionwasutilized to analyzeandobtainthe valueof system

failure probabilityfor eachnetworktier (Andrea,2016).

1.3 Contribution of the Thesis

The objectiveof this thesiswasto designandimplementa scalableand reliable networking
systemplatform, addressts challengesand investigateits performanceThe contributionsof
thisthesisinclude:

1. Multiple networking protocolsand technologieswvere proposedto perform a reliable and
scalablenetworking system platform. The EtherChannelprotocol was utilized at layer 2
switchesto increasehe performanceof the channelcapacitybetweemetworkingdevicesand
providingload balancingscalability,andreliability. The HSRPprotocolwasconfiguredatthe
layer 3 networkingdevicesto provide the failover at routesof packetdraffic. While the main
scenarioof this thesishastunnelconnectiorbetweentwo HQ andbranchnetworkingsystem,
this channelwassecuredoy the site to site VPN tunneltechnology.The VLAN protocolwas
alsoimplemenedto makethe networkingmoreflexible, secureandprivate.The BGP routing
protocolwasestablishedo provide magnificentfunctionsandfeatures gspeciallyto optimize
theloadbalancingandthereliability at WAN or ISP level.

2. Designa networktier by usingthe binomial probability to analyzeand obtainthe value of
systemfailure probability. The purposewas to designand analyzea single network tier to
simplify the analysisof performanceandreducethe fault in networkingdesign.An innovated
tiering protocol was appliedto designto provide performanceanalysisof a multi-tier data

networking platform. The connectivity models betweentiers were mentionedto show the



comparisonbetweenthesemodesof connectionandto elucidatethe pros and consof each
networktier connectivitymodel.

3. The performanceof two tiers systemwasinvestigatedThis investigationwasbasedon the
manipulatiorof thenumberof networkingdevicesateachnetworkingtier to reachthe optimum
andideal performanceof reliability. The first part of this investigationshowedthe effect of

changingthe numberof ISPson the behaviorand performancenf the networkingsystem then
selectthereliableandscalablesystemwith fairnessbudgetandlesscomplexity. Thesecondart

of theinvestigatiorhasshownthathavingoneswitchin coreswitchtier will beunreliableeven
with existingmultiple ISPs(2 or 3 ISPs).Thus,it is importantto haveat leasttwo or more
switchesat core switchinglevel andat leasttwo or moreISPs at WAN or ISP level. The last
partof theinvestigationaboutnetworkingsystemconsistsof 3 networkingtiers. The objective
of this investigationwasto choosethe performanceof a balancedhetwork systemin several

aspectsuchasreliability, complexty, andbudget.
1.4 Structure of the Thesis

Thisthesisis organizedntosix chapterandanappendiceandtheyaresummarizedsfollows:

In Chapter 1, the motivation and challengesof designimplementationand performance
analyzing of scalable and reliable data networking platform were discussed.The main
contributionsof the thesisto addresshesechallengesveresummarizedAlso, the structureof

thethesiswasgiven.

In Chapter 2, theoreticabasisof the Layer2 SwitchingandSpanninglreePraocol (STP),
theprinciple of Voice overInternetProtocolfi V O | aRdbhe principle of routingwere

presentedMoreover,wirelessnetworkingtopologiesweresurveyed.

In Chapter 3, the systemmodelaswell asoverviewof a multi-tier datanetworkingplatform

andprotocolsconfigurationof a multi-tiers datanetworkingplatformwereintroduced.



In Chapter 4, theconceptof designinga Multi-Tier DataNetworkingPlatformwasintroduced
andits performancenalysesveregiven. Designinga networktier wasexplainedto contribute
to analyzingts performanceDesigningof multi-tier networkingplatformwasgivento facilitate
the investigationof the whole networking system performance.The connectivity models
betweemetworkingtiers were givento comparethe featuresof structureanddesignbetween

them.

In Chapter 5, representativenumerical results were shown in two parts to evaluatethe
performanceof proposedmulti-tier networking platforms.In the first part, the performance
analysesf two tiers Systens were surveyedIn the secondpart, the performanceanalyseof
Three Tiers Systemswere shown and comparedwith eachother to producethe optimum

networkingsystem.

In Chapter 6, the summaryand conclusionsof the thesiswere given and interestingfuture

researchtirectionswerediscussed.
In Appendices the analysisandsourcecodesto obtainthereliability andfailure rate of multi-

tiers networking performanceplatforms were presented.Moreover, the source codes to

configureandprogramall the netwaking devicewerealsopresented.
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CHAPTER 2
BACKGROUND THEORY

2.1Layer 2 Switching Protocols

Going back in time and taking a glanceat the condition of networksbefore switcheswere
introducedand how switcheshave helpedphasethe companylocal areanetwork would be
carried out in this section.Before local areanetwork switch, the standardnetwork design
appearedike the networkin figure 2.1. The designin figure 2.1 wasreferredto as a folded
backboneasa resultof the fact that all hostswould wantto go to the companybackboneo
succeedn anynetworkservicespothlocal areanetworkandmainframe.

Hubs

g N ey

—_—

Remote Branch

Figure 2.1: The First SwitchedLAN.
Eachhubwasplacedinto a switch port, associatedavith a degreeof innovationthatimmensely
improvedthe network.Now, ratherthaneverybuilding beingcrammednto identicalcollision
domain,every hub becameits own separatecollision domain.However,therewas a catch,
switch portsweresstill terribly new, henceunbelievablycostly. Due to that, merelyaddinga
switchinto everyfloor of the building justw a s pra@gtessingo happerat least,not yet. One
of the impart of theseis thatit hasdramatially increasedhe possibility of theseswitches,
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therefore havingall of networkusersobstructednto a switch port is now smartandpossible.
Hence thereis progressin the productionand implementationof modernnetwork stylesto
include switchingsevices. A typical modernnetwork style would look onething like figure

2.2,awhole switchednetworkstyle andits implementation.

L =

= ‘ _-—r' .'*-_;:.-i

Figure 2.2: The Typical SwitchedNetwork Design

Thereis a routerin this designbut its job hasbeenmodified in sucha way that ratherthan
playing physical segmentatiorit currently createsand handleslogical segmentationThese
logical segmentsare known as Virtual LANs (VLANSs). The VLANs will be explained
thoroughlylater. Therearethreedistinct functionsof layer 2 switchingandtheseareaddress
learning,forward/filter decisionsandloop avoidanceBligh, 2015)

2.1.1The Three Switch Functions at Layer 2

As statedabove therearethreedistinctfunctionsof layer2 switching:addressearning,
forward/filter dedsions,andloop avoidance.

1. AddressLearning

Whena switchis initially superchargedn,the MAC forward/filter tableis empty,asshown

in Figure2.3.
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MAC Forward/Filter Table

EQvD:
E0A:

Host A Host B Host G Host D

Figure 2.3: EmptyForward/FilterTableon a Switch.
Whenatool transmitsandthe portreceivesaframe,the switchputsthef r a romgin address
within themediaaccessontroladdresgorward/filter table,permittingit to savewhich portthe
causatiordeviceis found on. The switchthenhasno selection however to flood the network
with this frame out of eachinterfaceexceptthe sourceinterfaceasa resultof its no plan on
wherethe destinatiordeviceis really placed.If atool answerghis floodedframeandsendghe
frameagain,thenthe switch cantakethe origin addresgrom thatframeand placethat media
accesscontrol addresdn its info, moreover,associatinghis addresswith the interfacethat
receivedthe frame. Sincethe switch currentlyhaseachof the relevantmediaaccesscontrol
addressed its filtration table, the 2 tools will createa point-to-point communication.The
switchd o e $avéiabecompelledo flood theframebecausét did attheinitial stageandthe
frameswill beforwardedjustbetweerthe2 devicesThis canpreciselybethefactorthatbrings
aboutthe production of a level 2 switchesthat are higherthan hubs.In an exceedinglyhub
networking,all framesareaunit forward all portsout in eachtime no matterwhat. Figure2.4

showsthe processeswvolvedin building a mediaaccessontrolinfo.
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MAC Forward/Filter Table
£0/0: 0000.8c01.000A step 2
£0/1: 0000.8c01.000B step 4
E0/2:
E0/3:

E0/0

E0A
&l

~ 7 ~
— 4 et &

J
/

Host A“ Host B Host C Host D'

Figure 2.4: How SwitchesLearnH o s Ltosatons.
In Figure 2.4, four clientshookedup to a switch. Oncethe switchis suppliedby power,it has
nothingin its mediaaccessontroladdresdorward/filter table,evenasin Figure2.4. However,
oncetheclientsstartcommunicationthe switch placesthe origin addres®f everyframeinside
tablealongwith the interfacethatthef r a naddéesss compatiblewith. An exampleabout
how a forward/filter tableis populatedwill be explained.Thefirst procedureClient A sendsa
frameto ClientB. Client A 6 MAC addresss 000A, ClientB 6 sediaaccessontroladdresss
000B. The secondstep,the switch takesthe frameon the port e0/0andput the sourceaddress
in the mediaaccessontrol addresgable.Whenthe wantedaddresss not in the mediaaccess
controldatabasetheframeis directedout on all portsexcepttheorigin port. Thenclient B take
the frameandsendresponsédo Client A. The switchtakesthe frameon port e0/1andput the
origin addressn the mediaaccesscontrol database.In the last step,both ClientsA & B can
now makea pointto-point communicatiorandjust the 2 tools will takethe frames.ClientC
andD can'tseethe frames,nor are their mediaaccesscontroladdressegoundin the database
astheydidn'tsenda frameto the switch (Lammle,2013)
2. Forward/Filter Decisions
WhenClientA 6rsediaaccessontroladdressloesnotexistin theforward/filterlist, theswitch

will takein the origin addressandinterfaceto the addresdist andthenredirectthe frameto
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ClientD. If ClientD 0 mediaaccessontrol addresglid not existin the forward/filter list, the
switch would havefilled the frame out on all interfaceexceptinterfacefa0/3. Assumingthe
previousswitchgotaframewith thesemediaaccesgontroladdressess.MAC: 0005.dcch.d74b
and D.MAC: 000a.f467.9e8cHow will the switch treatthis frame?The solutionis that the
wantedmediaaccessontroladdreswill becaughtin the mediaaccessontroladdresdist and
theframewill beredirectecoutthroughfa0/3.If thewantedmediaaccessontroladdresss not
caughtin the forward/filter list, it will redirectthe frame out on all interfacesof the switch
searchindgor thewanteddevice.For this, the ability to accesshe mediaacesscontroladdress
list andthe switchesis possible but moreClientsaddressemustbe put into the forwardfilter
list (Odom,2013)

3. Loop Avoidance

Additional links via switchesarea usefulideasincetheysupportthe preventionof failure of all
networkin caseonelink failedto work. But evenadditionallinks cannotbecompletelyhelpful,
theyalmostmakemoreissueghanthey solvethem.Thereasons thatthereis possibility that
framescanbecompletelydownaswell asall additionallinks at thesametime, therebycreating
networkloopsaswell asotherdangersSomeof the worstissuesncludea casewherethereis
noplacemenofloopdodgingscheme theoriginal position,theswitchescanflood broadcasts
infinitely throughouthe internetwork. This oftenindicatea broadcasstorm.Figure2.5 shows
clearly that a broadcaswill be widespreadn all of the internetwork in suchsituation.lIt is
importantto ensurethat a frameis alwaysbeingfloodedthroughthei nt e r n @hysicalr k 6 s

networkmedia(Shooman2003)
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Segment 1

Broadcast

Switch A

Segment 2

Figure 2.5: BroadcasStorm
A tool cantake multiple copiesof the sameframe whenthat frame canreachfrom different
sectionsatthesametime. Figure2.6 explainshowall thebunchof framescanreachfrom multi-
sectionsatthe sametime. The serverin thefigure givesa unicastframeto the RouterC. While
it afusicastframe,switch A redirectsthe frameandswitch B supplythe sameserviceandit
redirectsthe broadcastlt is consideredot to be goodbecausehe RouterC takesthatunicast
frametwo times,makingthe extraload on theinternetwork.

— .M}J'Li Router C Unicast

Segment 1 | -
A

Unicast Unicast

Switch B

Segment 2

Figure 2.6: Multiple framecopies
The media accesscontrol addressfilter list might be wholly confusedregardingthe tools’
locationasaresultof theswitchgettingtheframeoveronelink. In addition,thebemusedwitch

may gettrappedn perpetuallychangingthe mediaaccessontrolfilter list with origin address
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locationsthatit will fail to redirectaframe.Thiscanbereferredio asthrashinghemediaaccess
control table. The deepesthings that can happenis that thereis going to be generationof
multiple loopsthroughoutaninternetwork.Theseleadsloopscanhappennsideanotheroop,
in casea broadcasstormwasto happentheinternetworkwould not bereadyto provideframe
switchingperiod.Thesessuesspelldisasteror a minimum of somethinghearit) andthereare
alot of evil thingsthatmustbeavoided.Thatis wherethe SpanninglreeProtocolgetsinto the
game.lt wasdevelopedo resolveeachof all theissueshatmayarisein the network.
2.1.2Spanning Tree Protocol (STP)

Themaingoalof usingSTPis to preventinternetworkioopsfrom happeningon bothof bridges
andswitchesn your layertwo levelinternetwork It watchfully observeshe networkto seethe
wholelinks, andto ensurehatthereareno loopshappenindy turningoff anyadditionallinks.
STPoperateghe spanningtreealgorithm (STA) first to initially producea topologyInfoBase
andthenfind outanddestroyadditionallinks. Whenwe runthe STP,frameswill beredirected
justto the premium.

STPoperates procedureso producea loop-free networktopology.

1. Electsl rootbridge.

2. Choosel root port perNon-RootBridge.

3. Choosel selectechort on everynetworkphase.

A

Root Bridge

Figure 2.7. RegularSTPOperation

Convergencen caseof spanningreeprotocol,happen®nceall theinterfaceson bridgesand

switches have moved to either redirecting or blocking cases.No data is redirectedtill
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convergences completelydone,therefore,the time for convergencepncethe configuration
changesareextremelwital. Quick convergences extremelyfascinatingn giantnetworks.The
traditionalconvergencéime is fifty secondgor 802.1Dspanningree protocol(whichis very
slow), however,the timerswill be connectedSincespanningtree protocolis activated,each
switchwithin thenetworkgoesvia thecaseof blockandalsothetransientase®f bothlistening

& learning.And theinterfaceshecomestableto theredirectingor block situation.

Table 2.1: ExplainBriefly the STPPortStates

State Can forward data? Learn MAC? Timer Transitory or Stable State?
Blocking MNo No Max Age (20 sec) Stable

Listening Mo MNo Forward Delay (15 sec)  Transitory

Learning Mo Yas Forward Delay Transitory

Forwarding  Yes Yes Stable

2.1.3EtherChannel Protocol

This sectionwill presenthe approactof an EtherChannetechniquefor threemajor switches
supportingour i H Qrietwork. Every two switcheshave one EtherChannebport channel
connectiorbetweerthem,while our purposefor usingthe EtherChannepbrotocolin this thesis
wasto provideredundantinks betweerswitchesandincreasehe performanceof the channel
capacity of the network device In addition to that, the most important characteistics of

EtherChannelwereto provide load balancing,scalability, and reliability. The nextadvanced
explanationsvill showhow the EtherChanneprovidedtheseawesomdeaturesn the network
environmentof this thesis.Scalability of EtherChanneprotoml usagein the thesisby the

scenariowhich hastwo switchesconnectedogetherthroughthe link (100MBps)inside the

organizatiorasshownin Figure2.8.

_. 5:’ 100 Mbps p——

Figure 2.8: NormalChannebetweer2 Switches
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Supposean the future the numberof hostsinsidethe organizationncreasesnoreandmoreso
thatthechannel®r portsbetweertheswitchesvould havealot of loadsandpressuréo transfer
thedatato thesehosts While theportsor interfaceswill nothandlethesehugeloadsatthesame
time but what will happenif we connectthe additionallink betweenthem. Of course,the
additionallink will notwork andit will beblockedby SpannindireeProtocolii S T tB grevent

theloop from happeningasshownin Figure2.9.

———

f"_—:ﬁ?’
===

==

STF Block
Figure 2.9: STPBlock the Additional Channel
In this situation,the networkwas not designedand implementedor scalabilityin the future.
Thesolutionof scalabilityin thisthesiswasanEtherChanngbrotocolthatwasutilized to merge
multiple physicalportsinto onelogical port or oneport andconsiderthemasone connection.
In this case the bandwidthof the channelwould increaseo supportmorehosts.In additionto
that,thei S T Wawld not block the EtherChannebecausdéi S T Wauld seeit asonelogical

portasshownin Figure2.10.

zxv-;7~' “\ 200 Mbps T
' - LAY = - - 3 I e
,fwf‘%’ — },f:‘“’_,:,—" z.ard

i)
'

/

-

EtherChannel
Figure 2.10: EtherChanneTechnique
The EtherChannelprotocol provides high reliability and load balancinginside networking
systenplatform.Basednthe EthelChannetechniquahatwasoperatecandworkingverywell
betweenthe two previous switchesthat connectedto eachother via EtherChannein this
scenarioOnewould be wonderingwhatwould happenif suddenlyoneof the two links broke

downfor somereasos asshownin Figure2.11.

— ——
fﬁ% f“,—fﬁ?’
S e

Figure 2.11: OneLink of EtherChannefFailed
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Hasthe connectiorbetweertwo switchesstoppedf courseno, if atleastoneof thetwo links

is working fine, the communicatiornwould still be alive evenif onelink failed. This awesome
feature provided for load balancingin this thesis. When the EtherChannelis utilized,

EtherChannetanbe morethantwo links to establisithe connection EtherChanneis capable
of maximizing the capacityof communcation up to eight Gigabit Ethernetports merged
togethetto representhe EtherChannelThis pointindicateghatwhenthenumberof themerged
portsof EtherChanneis increasedhe reliability will increasansidethe networkingsystemas

shownin Figure 2.12.

Figure 2.12: Reliability & LoadBalancingof EtherChannel
2.1.4Virtua | Local Area Network (VLAN)
This sectionexplainsmoredetailsaboutVLAN andshowtheadvantageandthemainpurpose
of utilizing this protocol. The VLAN is consideredsalogical groupingof networkclientsand
networkresourcesnsideonebroadcastiomain.lt meanghat networkingdeviceswhich exist
in thesameVLAN areseparatedrom the otherVLANs or otherLANS. The main conceptof
VLAN istodividethemainLAN into multiple VLANs andmultiple broadcastiomainsbecause
eachVLAN actsasonebroadcastdomainfor the whole networkingsystem.Wherethe data
traffic will be switchedjust betweeninterfacesor portsthat are relatedto the sameVLAN.
Understandinghe VLAN basedon advancedexamplewill clarify the benefitsof VLAN
supposehe networkingsystemplatform consistsof multiple departments.
Onedepartments called6 S a larel Badits own resourcesthe seconddepartmenis named
0 T e ¢ h alsowithlit®own resources.Since eachdepartmenthasits resourcesthey are
separatedrom eachother.Applying this scenariovithout usingVLANs will beeasy.Thetwo
networkswill be assignedo thesetwo departmentandutilize the ACLs to controlwho will
accesghe networkingresource®f eachdepartmentThe salesdepartmentvill be configured

with network192.168.1.0/24while the technicaldepartmentvill be configuredwith network
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192.168.2.0/24TheFigure2.13includesand describeshe exampleof configuringnetworking
systemplatformwithout utilizing VLANS.

-1

192.168.1,0/24

Figure 2.13: A Topologyof NetworkingSystemPlatformwithout VLANs

The configurationof networkingsystemseemsgood, but on the other hand,it hasa lot of
disadvantages$n this casetheleadersor somestaffsneedmoreprivilegesto access credential
databaseyhile someotherstaffsarenot allowedto accesst. Supposehe numberof technical
staffsincreasedandthefirst floor is full, they mustsit on the salesfloor, thentheywill have
accesgo theresource®f salesstaffswhich only salesstaffsareallowedto accessln thesame
vein, creatingthe ACLs for eachleaderis so sophisticatedo be implemented.All these
networking issuescan be solved by using the VLANs insteadof LANs becauseVLANSs
recognizethe logical groupsof networkingusers,while it doesnot care aboutthe physical
networkor locations.The VLANs providethe flexibility by letting the networkusersusethe
networksfrom severalocations After configuringVLANSs insidethewholenetworkingsystem,
awesomdeaturesareadded.

For example the networkuserscansharethe databasérom anydesiredocation The VLANs
enhancehe performanceof the networkingsystembecauset reducessendingthe datatraffic
inside the network to unwanteddestination.Supposethere are 50 usersper one broadcast
domainin thenetwork,afterapplyingVLANS, each25networkuserscanbein separat&/LAN.
In this casethebroadcastraffic is reducel to 50 percenthencethe performancef the network
will bebetter.VLANs simplify theadministratiorbecause¢heusersn organizationglwaystry

to movefrom locationto anothermut with the useof VLANS thereis no needfor that. A lot of
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physicalthingsshouldalsobeprovidedlike newcabling,newhardwareandreconfiguratiorof
therouters.VLANs avoid all thesepointsand provide a perfectmanagemenfor the network
environmentsVLANs provide security since each VLAN has network IP, it reducesthe
confidentialdatatraffic from broadcastindpy managingeachVLANs andapplyrulesonit like

accesdist.

VLAN benefits

: 1 _.@

2B

SALES | | TECH ||LEADER

192.168.1.0/24
192.168.2.0/24
192.168.3.0/24

Figure 2.14: A Topologyof NetworkingSystemPlatformwith VLANS.

Whenthe VLANs are configuredinside the networkingsystemwhich hasmultiple switches,
thelink betweerthe switchesmustbe programmedasa VLAN trunklink. The switchesputa

tag on eachframe sentacrosstheseswitches.And ther e c e iswitehesividl identify the

VLAN andthatthe frameis specialandrelatedto it. Thetagis called VLAN ID, which is

indicatedby anumberto represenitt. Figure2.15representanexampleof atrunklink between

switches.

I"‘ i—iere is a frame fro:ﬁx-ln \
VI_.AN _10_

—_—— =5
VLAN ID: 10 | Ethernet Frame _

-
>

Figure 2.15: An Exampleof VLAN TrunkingbetweerSwitches
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Thesenderswitchaddsthetagto the frame,thenthereceiver switchremoveghetagfrom this
framethatis sentvia atrunklink. While thenetworkclientsdo nothaveanyideaor background

aboutall theseoperationsFigure2.16 clearsandexplainstheseoperations.

T S . A——

_— N —

"PC A isattached

to VLAN 2 so Ladi a \_I have to remove the VLAN ID &

~—

u:.’ VLAN ID of 2 to its frames . ____",‘. (-.._‘ before sending it toPC B ;:n

s

Frame

PCA PCB
Figure 2.16: An Exampleof Trunkingby Adding andRemovingTag.

2.2The principle of Voice over Internet Protocol (VoIP)

The telephonesystemis utilized (referredto asa PrivateBranchExchange'PBX") eachday,
therefore,the information that telephonesystemshandleinclude the control of call and the
managemerf thecommunicatiorio thetelephonecompanysupplier.VolP couldbemodified
and upgradedto creatingcalls across(LAN) and/or (WAN). The technologybehind VolP
convertsanalogvoiceinto digital packetghatareaunit thensentacrossa network(IP) to their
final destinationVolP is mosttypically relatedto the creationof callsacrosgshe (IP). Sincea
VoIP communicationsystemusesVoice over IP thatis connectedo the local areanetwork,
mostvoicetechnologywill belinked to the Public SwitchedTelephoneéNetwork. This provides

theflexibility to utilize eachVolP technologyand,thereforethe PSTNtechnologyfor business.
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Figure 2.17: Representhe VolP ConnectiorAcrossWAN & LAN

2.2.1The Common Methods of Using VolP Technology

The mostpressingssueconcerninghe useof VolIP is thatthereis no onemethodto makea
service.There are three totally different methodsof VolP technologyin commonusagein

contemporaryime. Thefirst methodis the useof Analog TeleptoneAdaptorfi A T Avbichis

asimpleandcommonapproachTheAnalog TelephoneAdaptorpermitsthelinking of aregular
phoneto a pc or networkcommunicatiorto be usedwithin VolP. Theanalogsignalis being
transformedo adigital signalby theuseof analogtelephoneadapterATA getstheanalogfrom

our normalphoneandconvertsthe signalto digital informationto be sentacrosshe network.
SupplierssuchasVonageandAT&T CallVantageensurdhattheycombineATAs without cost
with their service.They crackthe analogtelephoneadapterfar off the box, connectthe cable
from the phonewhich mayusually getinto the electricoutiet into the ATA, andability to build

VoIP calls. SomeATAs could be shippedwith further packagehatis loadedontothe hostPC
to put it together.However,in any case,it is a terribly simple setup(Cioaraand Valentine,
2011)
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Broadband
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\ Internet - —

‘ Regular Home
Phone
('EZ’TTZQ{:; I Analog Telephone Adapter (ATA)

Figure 2.18 Examplefor ATA Method

The IP phoneis the secondmethodof usingVVOIP technology.The IP phonesarecustomized
and more advancechonesthoughthey seema bit similar to regularphonesthey haveextra
featuresand hardwareequipmentike buttons,headsetsand cradlethat differ themfrom the
regularphonesHowever ratherthanhavingthe headRJ 11 phoneconnectorsphonesover IP
haveassociat&kJ45local areanetworklinker. ThephonesverlP havedirectconnectionsvith
the router,in additionto that they havehardwareand softwaresystemghat makethemtreat
callsover IP. Phonesover Wi-Fi enablesubscriberf this serviceto createcalls over IP via
Wi-Fi hotspot.

Cisco 3825
Integra(ed Services Router

\

Cisco RPS 2300

supporled swtch 'ﬁ’ 5 I
.-l
—— 2=
ClmRPSZGOO ':57 |

Cisco RPS 2300
supported switches

Figure 2.19:IP PhonesSystemdViethod

Computerto computermethodis consideredasthe simplestmethodto usethe technologyof

voice over IP wherethereis no costfor calls madeto distancesthat are very far. Many
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organizationgroviding no-costcalls or terribly low-priced packagemakeuse of this kind of
voiceover|P. The packageancludesaudiospeakersoundcardanda networkcommunication,
andit is ideally a quick onesuchasyou would havethroughthe useof Digital SubscribeLine
modem"DSL" andcable.Apartfrom your regularperiodic moneypaymentor internetservice
provider"ISP", thereis almostno chargeif the callsarecreatedrom PCto PC,irrespectiveof
the spacdan-betweerthem(VolP Supply, 2014)

2.2.2The Features& Benefitsof VolP PhoneSystem

1. Flexibility & integration of VolP phonesystem

Despitethe fact that thereare variousservicestechnologythat could be implementedsuchas
theuseof networkandbasicvoicetechnology\Voice overIP phonesystemstandsout because
of its flexibility and the easewith which it could be integratedinto the network of an
organizationThis flexibility andthe easewith whichit couldbeintegratedgive roomfor sales
expansionproductivityandefficiencyin anorganizationCrubsy,2017).

2. Supporting power over Etherneti P o E 0

VoIP phonessupportandarecompatiblewith Powerover Ethernet'PoE". This meanghatthe
phonescan be fed power throughthe switch that supportsPowerover Ethernetratherthan
throughthe useof an energyadapterThatfactor decreasemuddleon our tableandfacilitates
managementf inventory.This featurekeepsyour budgeteconomicsincethe peopletypically
buy adapter®f energyindividually from the phones.

3. Supporting HD Voice

HD voice is supportedand can be producedby utilizing VolP phones,whereasalternative
commercialphonesdo not supportHD Voice. It is an establishedact that the propagatiorof
voice overaregularlandlineis at a quality of 3.4KHz, the propagatiorof audioto bein High
Definitionis believedto bearound7KHz. It can,thereforepeconcludedhatsinceVolP phones

supportHD voice,oneVolP phonewould propagatdwice betterthanaregularphone.
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2.3 General WirelessNetworking Topologies

In explanatiorof wirelessnetworktopologiesit is importantto notethattherearemanyparts
to the concept.Therefore thereis completedifferencebetweena wirelesslocal areanetwork
and a wirelesspersonalareanetwork. The subsequensectionsexplain the characteristicof

each of these networks, what they intend to perform, and varieties of wireless network
technologiesassociatedvith eachof them. Figure 2.20 showsclearly the different wireless

networkstopologies.

WWAN
Cities and Beyond

WMAN
Entire City

WLAN
<100m

WPAN
< 5-10m

Figure 2.20WirelessNetworksTopologies

2.3.1Wireless PersonalArea Network (WPAN)

WPAN is consideredsawirelessnetworkwhichis createdo work within theareaof a20-foot

band.Themostcommonform of WPAN is abluetooth Whenanetworkof bluetoothis utilized,

thecommunicatiorspectrunshouldbeatarangeof 2.4GHz. Thenetworkof bluetoothpiconets
caninclude up to 8 activatedendpoint devices,however,it can be able to include several
inactivedevicesThewirelessnetworkWPANSsis typically consideredvith theunlicense®.4-

GHz frequencyrangewhereWPANSs arestandardizedby the workgroupof 802.151EEE. The
areaof WPAN is consideredto be as short as 5-10 meterswhen comparedwith other

technologiesWPAN is alsoknownasfipi conet 0.
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Figure 2.21: WPAN Topology
2.3.2WirelessLocal Area Network (WLAN)

WLAN is consideredas a wirelessnetworkwhich is createdto work for a wider rangewhen

comparego therangeof WPAN. It hasthe ability of extendingfrom terribly smallhousesand
offices to giant organizationsnetworks.Organizationscanbe saidto be in a local areawhen
they conjointly managetheir wirelessnetwork or whenthey havethe sameinstrumentation.
Therefore,the characteristicof WLAN include the fact that WLAN is unlicensedand can
communicat®n2.4GHzor 5 GHz frequencyrange Theareaof WLAN is considere@asbigger
thanWPAN nearto 100 metersfrom acces$oint (AP) to the host. To performfurther space,
additionaloutputof energyis neededWLAN cannotbe treatedin the sameway as personal
network,thereforethereis a prospecof havingadditionalhods onits network(Carroll, 2008).
Oneof theadvantagesf WLAN is thatit is soflexible to the extentthatthereis possibility of
allowing morethan8 activehoststo be addedto the WLAN. This showsthatWLAN is more
flexible thanWPAN. As thewirelessnetworksWLAN operatebiggerareasthe networksneed
an additional output of energywhen comparedwith WPAN. In additionto that, the energy
outputmustbe monitoredto ensurethatit doesnotreachthe powerlimit for overloadsWLAN
alsohasthe ability of sharingthe networkdatabas®n mobile hostsandthatis thereasont is
possibleto seemultiple userson a WLAN. In addition,the WLAN allows for someother
wirelessdeviceson its networksuchasstoragedevices print server,presentatiorserves and
all otherdevicesthat supportwireless.The accesgoints (APs) and hostssupportdualband
featureinsideWLANS.
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Figure 2.22: WLAN Topology
2.3.3WirelessMetropolitan Area Network (WMAN)
WMAN is consideredo beawirelessnetworkthatis createdo operateonwide rangeof spaces.
Thecharacteristicof WMAN includethefactthatthe Speedbf WMAN decreasasa resultof
theincremenin thespacdt covers WMAN is closerto the speedof broadbandhanthe speed
of Ethernet WMAN operatedike a backbonepeerto peer,andalsoasa point to multipoint.
WMAN is alsopopularlyknownasWiMax. WMAN sometimesitilize unlicensedrequencies,
butit is notrecommendedsa desirablesolution,becausédt is possiblethatotherusersmaybe
using the samerange of frequencyand this would result in wirelessinterference WiMax
technologyis consideredo be very goodsincespacesarelimited. To operatethe WiMax we
mustpayto the servicesupporer to enablet, andthe costof establishmenis soexpensive.
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2.3.4WLAN Topologies.
WLAN hastwo maintopologieswhich arecreatedby the 802.11organizatiorandtheyareAd
Hoc modeandInfrastructurenode.
1. Ad Hoc Mode
Theadhocnetworkhappensvhen2 PCsneedto sharedatadirectly with eachother.To create
anad hoc networkthereis no needof a networkdeviceto connectthe two PCstogether Ad-
hoc networkis alsocalled"IBSS" IndependenBasic ServiceSetbecausehe two PCsdo not
requireanynetworkdeviceto connectwith eachother.EveryPChashis ownradio.As aresult
of the existenceof just oneradiofor everyPC sothe capacityis weaker,andthis indicatesthat
the PCwill bein the half-duplextransmissin modebecausehe two PCswould be unableto

getandgive datasimultaneously.

Ad Hoc Mode

(CC am

N

Independent Basic Service Set (IBSS)
{ad hoc/peer-to-peer)

Figure 2.24: Ad-Hoc Mode
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2. Infrastructure Mode

The infrastructuremodeis seenwhenwirelessPCsand otherwirelessdevicescommunicate
with eachothervia the accesgoint (AP). In this case,the establisheccommunicationstarts
from wirelessradio spectrumandtheyarelinked to the wired local areanetwork. The function
of AP, in this mode,is to convertthe wirelesspackets802.11to EthernetLAN packet802.3.
Thepackes of datamovefrom thewired networkto thewirelessnetworkby gettingconverted,
through the use of AP, to radio signal then move out to the air. There are two type of
infrastructuremode,the first oneis known asthe regularinfrastructuremodeandit happens
with only oneaccesgoint (AP) known as"BSS" Basic ServiceSet. The secondonehappens
whenthereareat leasttwo accesgointswhich areconnectedandlinked to the LAN to create
a singlesubnetworkknownas"ESS" ExtendedServiceSet.Also, the specificationof 802.11
includesroaming abilities which permit the host PC to move betweenmultiple APs across
variousfrequencychannelsywherethe movemenof hostPCswith low radiosignalsleadsthem
to link themselveso anotherAPswith betterradio signals.Whenmultiple APs areestablished
to includethe exactrangeandutilizing variousnortinterferingfrequencieshe capacityof host
network devicewill be balancedvery well. The WirelessNIC canchooseto reconnecitself
with anothelAP insidetheareabecaus¢heloadonits presenAP is toobig for perfectexecution
(USR,2015)
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-
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Figure 2.25: InfrastructureModes
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2.4The Principle of Routing

Whena networkis establishedo asto link WANs andLANSs to arouter,the logical network
addresseshouldbe consideredlike "IP" InternetProtocoladdressesyhenconnectedo any
hostsinsidethe networkin orderto sharedatavia that netwak. The expressiorof routingis
usedwhentransmittinga packetirom onenetworkdeviceacrosgheinternetwork to thecorrect
network device which exists in anothernetwork. Generally, the routers do not take into
consideratiorthe clientsinsidethe network, routerstakeinto considerationust the networkin
additionto the optimal pathof the networks.The IP addressesf theintendedclientis utilized
to takethe packetsnto networkacrossetworkmanagedy arouter,hencethe MAC address
of theclientis utilized to reachpacketdrom therouterinto theright client.

2.4.1Routing Information Protocol (RIP)

The RIP protocol is consideredio be the routing protocol over a distancevector. Routing
InformationProtocoltransmitsfull routinglist outsideto thewhole activatedportsperiodically
for thirty secondsTo choosethe perfectpathto othernetworksRIP utilizes atechniquecalled
a6 h ¢ p uwhicldcanbe definedasroutersnumber.RIP is classifiedinto two andtheyare
RIPvlandRIPv2.RIP version(1) is consideredasa classfulrouting protocolandthis means
that the subnetmaskof the network addessis not involved in the routing list. This classful

routingprotocolwill leadusto issuegelatedto discontinuousubnets.

Table 2.2: RIP version(1) vs. RIP version(2)

RIPv1 RIPv2

Distance vector Distance vector

Maximum hop count of 15 Maximum hop count of 15
Classful Classless

Broadcast based Uses multicast 224.0.0.9

Mo support for VLSM Supports VLSM networks

Mo authentication Allows for MDE authentication
Mo support for discontiguous networks Supports discontiguous networks
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RIP version(2) is consideredasa classlessouting protocolwhich meanghatthe subnetmask
of the networkaddresss involvedin the routing list, thatis why the RIP version(2) is more
flexible andhasadvancedoutingnetworks(CCNA Tutorial 9tut, 2011).

E1 EQ % E1
B . c ,
1.0.0.0 2.0.0.0 3.0.0.0 4.0.0.0

Routing table Routing table Routing table
1.0.0.0 EO| O 2.0.0.0 EO| O 3.0.0.0 EO| O
2.0.0.0 E1 o 3.0.0.0 E1 o 4.0.0.0 E1 o

Figure 2.26: RIP Topology

2.4.20pen ShortestPath First Protocol (OSPF)

The OSPFprotocolis knownto be the extremelyutilized routing protocolof interior gateway
protocol in the network environmentas a result of this it is consideredas a public routing
protocolwhereasEIGRPis the bestcompetitorfor OSPF.The OSH is classifiedasa routing
protocol of complicatedconnectionstate protocol. The routing protocol of connectionstate
createupdategelatedto theroutingjust at thetime of amendmenhappensnsidethetopology
of the network.Whena connections in amendmenstate the networkdevicethatrevealsthe
amendmengenerateathingthatis called"LSA" Link StateAdvertisementThisLSA connects
and transmitsto neighbornetwork devicesutilizing a particularaddressof multicast. Every
routercopiesthe Link StateAdvertisementandgeneratesipdategelatedto whatis known as
"LSDB" Link StateDatabasdhenredirectthe Link StateAdvertisemeninto whole neighbor
networkdevices.

f% cv%fn -

Figure 2.27:OSPFTopology
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OpenShortesPathFirstlinks stateprotacol handlewith 5 kindsof packets:'Hello Packets'are
utilized to createandpreserveahe adjacencywith otherroutersthatoperatehe OSPFprotocol.
The packetsarealsoutilized to vote andselectthe "DR" DesignatedRouter& "BDR" Backup
DesignatedRouter on networksas Ethernetnetworks.DatabaseDescriptionfi D B DPackets
includesa brief listing of transmittingrouter'LSDB" Link StateDatabasandit is alsoutilized
by gettingroutersto testthelocal "LSDB" Link StateDatabasefi L S Ragketis anothertype
of OSPFpacketsandit is utilized by gettingroutersto orderextradataconcerningany entree
in-side "DBD". Link-State Update i L S Upackets are utilized to answerto link state
advertisementd SRs" likewiseto advertisenewdata."LSUs" hawe 7 variouskinds of "LSAs"
Link-State Advertisements.Link-State Acknowledgementfi L S A @#&cketsare used for
emphasizindhereceptionof the"LSU" letter (CCNA Tutorial 9tut, 2010).
2.4.3EnhancedInterior GatewayRouting Protocol (EIGRP)

TheEIGRPprotocolis consideredisa classlessypeof routingprotocol. This EIGRPtransmits
thesubnetmaskof the networkto the samerouterportsinsidetheroutingtable, EIGRPutilizes
a complicatedmetricby calculatingbothdelayandbandwidth.The EIGRPcanberepresented
by mixed or hybrid routing protocol because€EIGRP hasthe featuresof two type of routing
protocols.Thesetwo typesof routing protocolsareLink StateRoutingProtocolandDistance
VectorRoutingProtocol however giantorganizationdike "Cisco"indicateshe EIGRPIlike an
advancedlistancevectorprotocol.lt isimportantto notethatEIGRPcalculateshemetricbased
on all of bandwidth, delay,reliability andload andthat both bandwidthanddelayarealready
activatedon the EIGRP router as default. Every routing protocol must have communication
packetdo talk with the neighborsthe EIGRPhave5 kinds of packetdo discoverandtalk with
the EIGRP neighborsii He b b o k ie titikzéd to discoverthe EIGRP neighbors,and the
packetsaaretransmittedike multicast,periodically.fi U p dpaat cek areutsizied to declarethe

pathswherethe packetsaretransmittedike multicastif severathingsarechanged.
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Figure 2.28: EIGRPTopology

The i A cpka c k revealsthe receptionof updaes. The truth is that Ack packetscould be

consideredshello packetdbutwithoutdata.Ack packetsareunicastpermanenthandit utilizes

"UDP" in its operation.Thei Q u @ ra\ Kk is usedid look up alternativeroutesif all routes

thatleadto the destinationhavefailed.i R e p la ¢ Kk ig ttassiittedbasedon querypackets

to guidethe foundernot to recalculateghe pathdueto the existenceof appropriatesuccessors.

Thereply packetss consideredisa unicastto the queryfounder.

2.4.4Border Gateway Protocol (BGP)

BGPis averyimportantroutingprotocolin our networkenvironmentandthis sectionwill

describewhy it is significant. Understandinghe mainmechanisnof BGP or atleastthe basic

thingsarerequired.Thefirst thingis to differentiatebetweerthetwo typesof i B G Frbey

arelnterior GatewayProtocolii | Gdh@ExteriorGatewayProtocolfi E GP 0 .

1. Interior GatewayProtocol"IGP" is a routing protocol that is working inside the famous
systemknown as"AS" autonomoussystem.IGP is similar to both "EIGRP" & "OSPF".
Commonly, IGP routers are operatedbeneaththe samenetwork domain, for example,
individuals,associationandcompany

2. Exterior GatewayProtocol"'EGP"is a routing protocolthatis working in the midst of two
various'AS". Thedowntopologywill showthatroutersl, 2 & 3 haveto operatavith "IGP"
to talk to eachother. The reasonthey are placedat the "AS 1" is to link themwith other
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routersthatare placedin adifferent"AS". In this case bothroutersl and3 mustoperate
with EGP.

BGP AS 1 BGP AS 2
T -

EGP: BGP

w IGP: »
OSPF, EIGRP o
‘

Figure 2.29:BGP= (IGP&EGP)Topology

We maybewonderingwhy i E | G & FOSPF"is notutilizedinsteadof BGP. It is becausen
this thesis,the basicgoalsof usingthe BGP wasto providef P act ohn t In additionto that
BGP providesthree essentialawesomefeatures:scalability, reliability, andload balancing.
While both OSPF& EIGRP arefocusingon the bestandthe optimal routeto the destination,
this thesisconsideredhe operatingwith internetserviceproviderii 1 Sl&&l. Thus the best
routeor pathis notconcernedo the destnation,eventhough,therouteis not consideredsthe
bestpathto our destinationFor examplethis scenariawill clarify the purposeof usingBGPin
this thesisbasedon the next figure. Assumingthat our sourceis "AS1" andour destinationis
"AS3". Whatis the selectegaththathasto be selectedAssumingthatthe protocolwhich was
selectedto useis IGP (similar to OSPF)to chooseour path to the destination,then the
configurationsarealreadyprogrammedike bandwidthandotherparameter®f the interfaces.
OSPFwasselectedo gofrom "AS1" to "AS2" then"AS3". After 3 monthsfor somereasonsa
new updatehappenegdthe modificationsof the pathandediting of the bandwidtharerequired.
In this case,configurationsof the bandwidthand other parametersnust be changedat each
routerplacedontheedgeof the AS. Butin BGP casedefiningthedesiredpathto thedestination
will bedoneeasily.Wheretheaccesgrom "AS1" into "AS3" will bevia "AS2" to "AS4" then

"AS5". In additionto that,the manipulationof therateof datavia everylink canbedoneeasily.
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Figure 2.30: Scalability, Flexibility andPathControlof BGP
Thetruthis thatthe BGP is consideredasa pathvector protocolandthe meaningof the path
vectoris basedon the autonomousystemnumberthathasto transferthrough.A greatway to
utilize the BGP is by usingit with largenumbersof pathsor routeswhereOSPFor EIGR are
helplesgo treatthis very big numberof routes.In this thesis,we utilized two routersof fiH Q 0
connectedo multiple ISPsto provideahighlevel of redundancyndloadbalancingin sharing
theroutingdatatraffic betweerthe routersof the companyandthoseof the ISPsroutersin this
designand during the implementationof the data networkirg platform, BGP is utilized to
provide magnificentfunctionsand featuresespeciallyto optimize the load balancingandthe
reliability. All thesepreviousfeaturesshowsthat BGP providesa high level of scalability,

reliability, flexibility, pathcontrolandloadbalancing.
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Figure 2.31: Load BalancingandReliability of BGP
2.4.5Hot Standby Router Protocol (HSRP)

All organizationsthesedays,musthavea connectionto the ISP for specificpurposesFigure

2.32 is an obvious exampleof a simple networkng systemthat can be usedin a small
organizationTo establishthis kind of networksystemthetwo interfacesof the routermustbe
configuredby IP addressesThe LAN interfaceof therouteris representetby faO/Owhich has
an IP addresof 192.168.11 andlinked to the switch. Thenthe IP addressedpomain Name
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System fi D N Saad default gateway must be assignedto the network users. All the
configurationdor the networkuserscanbe donemanuallyor automaticallyby DynamicHost
Configuration Protocd ADHCPO .After a while, the organizationmay decideto createa
redundantonnectiorto the ISP, andthe networkclientshavea connectiorto the ISP, evenif
themainrouterfails, automaticallyandno manualconfigurationmustbe added.

- 2

(
(_Internet )

PC
Default Gateway,
192.168.1.1

FF IS

Figure 2.32: A GeneraExampleof SimpleNetworkingSystem
In this caseanadditionalrouteris requiredto establishthis methodof connectiorasshownin
Figure 2.33.But therearea lot of issuesthat would be facedafter implementingthis type of
scenario The network userwill not beableto accommodatéwvo defaut gatewaysat the same
time.Whentherouter(1) is in failure statusandthe hostswanttheconnectiorto theISPthrough
a router (2), the default gatewayhasto be modified and assignedmanuallyto IP address
192.168.1.2Als0, if afterawhile, themainrouter(1) becomesctive thenthedefaultgateway
mustbe modifiedto the IP addres®f therouter(1). At thistime noneof the networkusershave
aconnectiorto thelSP.All thesdassuesanbeavadedby utilizing Hot StandbyRouterProtocol
"HSRP".
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Figure 2.33: A SimpleNetworkingSystemwith RedundanRouter
Whenthe HSRPis implementednsidebothrouter(1) androuter(2), it will representhetwo
routersasonevirtual router. This virtual routerhasonevirtual MAC addressindonevirtual IP
addresso representherouter(1) androuter(2) like onedefaultgatewayfor networkusersThe
virtual IP is supposedio be 192.168.1.254where the MAC addressis representedvith
fi0 0 0 0. 0 CO MNovwAdadhretworkwill takeinto consideratiorthe new virtual default

gatewayto haveaccesgo the networkingsystemvia thesevirtual addressegszigure2.34shows
the situationof the networksystemafter deployingthe HSRPon bothrouter(1) androuter(2).
.
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Figure 2.34: Implementatiorof HSRPinsideRouters
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