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ABSTRACT

Breast cancer is one of the major medical images diagnosis dilemmas. The rise of artificial
intelligence and fuzzy logiFL) motivated researchers to overcome this problem in order
to find a method that can help in identifyittie breast cancem this thesis, we propose

the integration of fuzzy logic and neural netwdMN) for the identification of breast
cancer Xray images. The three phases taken to come up with this design are: image pre
processing, features extraction, and finally features cleasdn stages. The classification
stage is a fuzzy neural netwdfkNN) that aims to classify those extracted features in one

of the two classes: a benign tumour or a malignant tumour. The breast images used in the
system design are obtained from tbBégital Database for Screening Mammognaph
(DDSM). The operations used to detect and extract the tumours from the images are
thresholding, filtering, adjustmentanny edge detection, and some morphological
operations such as image opening. After the imaggnarcessing the texture features are
extracted from the segmentadmours using the GrayLevel CoOccurrence Matrix
(GLCM). However, the shape features are also extracted directly from the images. Both
types of features are combined and if&id the FNN © be classified. The extracted shape
features are asymmetry, shape and roundness. The texture feataotsd to be used are

the mean, entropy, standard deviation, and uniformity. Once the feature extraction is
achieved, the extracted features are di@ssby a fuzzy neural network designed with a
differentnumber of rules.

Experimentally, the designed FNN was tested using breast imagesdéfetent number

of rules in order to find the optimum number of rules tigesthe highest identification

rate. The system was capable of achieving a high identification rate of 97.5% and 0.269
error rateusing36 rules. This performance is considered as goodpared to other related
works and it may prove that selected texture aidhpe features can be enough for
distinguishing the malignancy direasttumourin order to the learning capability of the

fuzzy neural network design employed in this thesis

Keywords Malignancy; breast cancer; texture and shape feature; fuzzy sgstain,GLCM



OZET

Meme Kkanser. hal a b¢yeék medi k al ger¢é¢nt ¢ ot
mant éKk arakteéermacél arénén bu probl emi aKkm
olabilecek bir yontem bulmak icin bu problemin Ustesinden gelmek. Bu tez«cala s é nd a ,
meme kanser. rentgen g°r¢é¢nteéeglerinin tanéml

sinir ajénén entegrasyonunu °neriyoruz.

Bu tasarémla ortaya -ékan akamalar «kunl ard
son ol arak FNMnldelriman®rzeld | s &n efrli . Sénefl an
czelli kl eri ki sénéftan birinde séneéefl and:¢
t¢e¢mer veya malign t¢gmor ., Tasarl anan sisten
elde edilir. Tumérar et ekKi kl eme, filtrel eme, ayarl am
a-él exké gibi bazée morfolojik iklemleri tesrtg

Doku Ozellikleri GrayLevel CcOccur rence Matrix (GLCM) kul I

timoérled en - ékar él ér . Bununla birlikte, Kekil
Ek ol ar ak, her i ki °zelli k de Dbirlexktirild]
Kekil ve yuvarl akl ék, geré¢nt ¢l er dowlikte, ay e K| &€
kull anél acak olan doku ©°zelliklIl eri ortal art
¥znitelik -éekareéeldektan sonr a, -eékareéelan °
bul anék sinir ajé ile seneflandercel éer.
Deneysel olarak, tasarland&N N , en y¢ksek tanémlama orané
sayeséenée bulmak i-in farkle g°re¢gnt el oer vV e
Sistem, 36 kuralla y¢ksek bir%w 97,5 ve% 0, 6
performans iyi olaa k Kk ab ul edi |l ir ve bu tezde kull a
°7 r enme kabiliyetine g°re se-ili doku vV e
mal i gnitesini ayért etmek i-in yeterli ol ab
Anahtar Kelimeler Malignite; meme&k ans er i ; doku ve kekil °czel |
GLCM
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CHAPTER 1
INTRODUCTION

1.1 Introduction

Mammographyis an area of medicine that is laden with the responsibility of using safe and
novel imaging technologies such as electromagnetic radiation vetbelyond the visible light
spectrum for medical diagnosis and treatment. The most common radiation used in medical
breastimaging beingmammographyDheghan and Defzooli, 2011Breastradiographyor
mammographymages are nemvasive medical scans showittige chest region, newvisible
electromagnetic radiations are usually used in these radiography scans. The radiations used are
able to penetrate through opaque objects, while some it is absorbed by the object being
scanned also, depending on the compasitiod density of the particular object. The rays that
make it past the object being scanned are captured on a photographic plate positioned at a
suitabk distance behind the object (Lucchini and Vecchia, 2003)

Hence, mammogramere typically used to exane sensitivev 0 me n 0 s th&t caerotsot s
do not want to open up for diagnosis. Medical experts have used this techniqeeei@ s

decades to exploffer nodules that may be found in breasts, which can be cancerous

The breast cancer is the most coomtypes of cacer distributed among womédBheghan

and Defzooli, 2011) Breast cancer is dangerous and needs to be detgetectarly stage in

order to preventts growth,to treat and to reduce tipercentage of deaths causédicchini

and Vecchia2003) Different imaging techniques are used for the screening of breast cancer.
Mammography is one of the most common screening techniques for the breast cancer. This is
a specific type of radiographyahuses low radiation levels (Anders and Lenova#iR4) The
mammography produces breast images called mammograms in order to diagnose and detect

the presence of intruders or abnormal structures in the breast.

Recently various systems have been developed using soft computing methodologies for

pattern clasification in order to increase the recognition rate (or accur@egylers and



Lenovalli, 1994;Lucchini and Vecchia, 2003)heghan and Defzooli, 2011The designed
breast cancer identification system includes imageppoeessing, feature extraction and
classification stages. Recognition accuracy of the system depends on the accurate extraction of
features and classification accuracy. Classificatioregsystcan help in increasing the accuracy
and minimizing possible errors. One tbike efficient soft computing methodologies used for
pattern recognition problenisfuzzy logic and neural networks. The use of fuzzy logic allows
the reduction of complexity ofhe data and handling uncertainty and impression. Neural
networks have nonlinear mapping and-$edfrning characteristics, that increases the accuracy
of the model. The combination of fuzzy logic and neural networks allows us to develop a
system with faslearning capability that can accurately describe pattern classification systems.
In this thesis these methodologies are combined to construct fuzzy neural networks to solve

patternidentification problem.

Theresearches and studies considered in teeatureare mostly designed for special cases

and most of them useeurefuzzy system that usemulti-input singleoutput structure. These
systems are based on Mamdani type of rues. Sometimes the considered problems have
multiple inputs and multiple outpal Becaus@daptive neuro fuzzy inference systemNFIS)
hasmulti-input single output structure, the solution of such kind of problems become difficult.

In this thesis multi-input multioutput fuzzy neural structure based on TalkaggeneKang

(TSK) type rule is proposed for the classification of breast tumours and for the improvement

of therecognitionrate of the system.

The detection and diagnosis of breast cancer in its earlier stages allows treating it prior to its
growth. The accuratdetection and classification of breast tumours will help to reduce the rate

of occurrence of that disease. Thus, the aim of this thesigidesignof a breast cancer
identification system. The design of the system mainly relies on the extraction of texture and
shape features of the breast images. The challenge is to extract the right characteristics that
may differentiate the benign and malignargdst tumours. Therefore, we use different image
processing techniques and artificial intelligence elements to extract shapes and texture features

of images for accurate classification of diseases. The proposed system is based on different



image processingechniques such as image filtering using median filters, image adjustment,

image thresholding, and some morphological techniques (erosion).

1.2 Significance of Thesis

It is seen that fuzzy neural networks (FNN) are efficient tools in specific fields and for some
applications such as control, prediction eMeverthelessfuzzy neural networks have few
applications in medicine and in particularly, medical images cleasdn and diagnosis.
Thus, in this thesis, a multaput multioutput system is developed. A fuzzy neural network is
designed based on the TyRel'SK neurefuzzy system The FNN was designed so that it can

be trained to classify breiatumors in two clases. The novelty of this work is the design of a
specific and unique FNN for the classification of medical images in two. Moreover, another
aim and significance of this work is the use of seven shape and texture features that is believed
they can distingsh the breast cancer malignancy. Both, the proposed features extraction
methodology and the design of a robust FNN system were the novelties of this work which
was eventually validated through the good accuracy the network achieved when classifying

the maignancy of breast tumor.

1.3 Thesis Overview

The thesis includes thillowing sections for the accomplishing the design of the breast

cancer identification system
Chapter 1is an introduction of the work and thesis.

Chapter 2 is a detailed review of thesageimage processing arsbftcomputingtechniques
for medical applicationsDiscussons of some relatedesearchworks that are presented to

solve the breast cancer problem on uglegnents ofofcomputingare presented



Chapter 3 discusses thdasicsof methodobgies used for thedesign of breast cancer
identification system. The introduction to NfWzzy systems and its reasoningechanisnand

alsothe integration of fuzzy logic and neural netwoirksystem design are described

Chapter 4 presents theroposed image analysis system design where all used processing
techniques are explainedhe used image processirggorithms, in particularly GLMI

method, extraction of shape and texture featof@®ages are discussed.

Chapter 5 presentghe proposed Fuzzy neural network system designed for the classification
of breast cancer classification. Also, this chapter explains the architecture of the proposed
FNN system Moreover, this chaptediscusses the fuzzy neural network performance
evaluation in addition to the resuttempaedwith other related works'he conclusionis also

presengdin this chapter



CHAPTER 2
REVIEW OF IMAGE PROCESSING AND SOFCOMPUTING TECHNIQUES USED
IN MEDICAL DIAGNOSIS

2.1Reviewof Image Processingrechniquesfor Medical Images Diagnosis

Many different methods have been applied for the detection of breast cancer using image
processing techniquesmage processing has been extensively used in various areas in
medi ci ne. Those areas include medical i mage
image segmentation is needed in this field as it helps in detecting or contouring regions of

interest in sme images whergpecific objectshould be segmented.

Segmentation is a partitioning of an image so that a particular region is extracted or
segmented. However, this cannot be easily achieved, as it depends on some properties of the

image or the region thahould be detected such as edges, shapes, textures, intensities etc..

Over the past decades, different and matgorithm were developed for segmentation
purposes in medical images (Fu and Mui, 1981) (Pal and Pal, 1993) (Koshana, 1994)
(Lucchese and Mi&r, 2001). Those approaches are all based on different properties of images.

those properties can be the points, regions edges, objects or regions etc..
1 Algorithms based on the points properties

This algorithm is based on detecting a point in a homogengaxisof the image. This is
achieved by analyzing some properties of the point such as colour, brightness, intensity and
other characteristics. The drawback of this algorithm is the difficulties in selecting the
important and useful features in images theate many homogenous segments of similar point
characteristics. Manyesearchesave used these approaches for segmenting medical images
(Sharmaet al., 2010)(Withey and Koles, 2002Zffang and Wang, 2000).


https://www.ncbi.nlm.nih.gov/pubmed/?term=Sharma%20N%5BAuthor%5D&cauthor=true&cauthor_uid=20177565

1 Algorithms based on the edge detection

This algorithm is very popular for segmentation,particularly, in medical field where a

certain region segment in the image needs to be extracted (Aroquiaraj and Thangavel, 2013)
(Wu et al., 2015) (Sahakyan and Sarukhanyan, 2015). Edges in an image are the changes and
discontinuities in intensities of the image pixels. Henbes &approach works mainly on the
images which have brightness or intensity changes on its region edges. Thus, detecting these
intensity changes calead to segmentation of the region edges which for an object in an

image.

ISO - intensity contours were uden the work proposed in (Padayachee et al., 2007) for the
identiycation of the breast edges. I n this w
detect and i dent i lbreastttuhneo uorboj eicnt tohfe iinmaegree.s tT hi
threstolding in which a singlgraylevelis selected by the analysis of tipayleveldistribution

in the image histogram. This allows the segmentation of the mammogram into the background

and breast tissue in which the region of interest can be easily extréloged/ork proposed in

(Rederic et al., 2000) presented the breast cancer detection using thresholding and tracking.
The presented techniques are used to identify the breast border. The authors in (Rederic et al.,
2000) provides an explanation of asymnestrin digitized mammograms in addition to
proposing an enhancement method for the asymmetries.

Researchers have used various algorithms for segmenting the breast tumorous cells in
histological images. The authors in (Erezsky et al., 2015) reviewedediffeegmentation

algorithms such as 4#heans, Watershed, and texture segmentation. These 3 techniques were
applied to breast cell images and the signal to ration for each technique was calculated.
Moreover, the authors proposed their own technique for tboedls segmentation which is

based on detecting the properties of point connections. Moreover, the authors claimed that
their proposed method yielded better segmentation results and lesser signal to noise ration

compared to other discussed techniques.



Another breast cancer cell segmentation and contouring algasthroposed in (Mouelhi et

al., 2011). In their work, an algorithm for segmenting the breast cancer cells is based on
watershed and concave vertex graph as a next stage since the segmeetatmecirs on

many stages. At first, the malignant cells are detected using the geodesic active contour. Then
high concavity points are taken from the cell contours to be then used for selecting the
clustered cell regions only. Secondly, the touching aelgons are first segmented using
watershed technique and then a concave vertex graph is constructed. This shows the inner
edges and concave points which helps in separating cells regions. Finally, the authors of this
work showed that their algorithm i®ry accurate in breast cancer cells segmentation without

losing geometrical features.

An algorithm for thetumaur cells detection breast cells microscopic images is proposed in
(Phukpattaranont and Boonyaphiph2006). The algorithm is comprised of two processing
stages. The first one is the segmentation of breast cells using watershed mathematical process.
Second, the breast cells are extracted or described using Fourier transform descriptors and the

principalcomponents analysis is performed to classify cells into normal or cancerous cells.

Moreover, authors in (Vahadane and Sethi, 2013) improved the watershed segmentation
algorithm to detect breast cancer cells in histological images using nselgaretation.

Their algorithm is based on many image processing technigques such as image enhancements
and Othréshofilingin addition to the fast radial symmetry transform (FRST) for the

nuclei extraction and foreground seeds generation.

Gauwssiansmoothing is first used to remove thgh-frequencynoise and the blurred nuclei
segmentation. Then, background markers are used based on the image information to reduce
the oversegmemation FRST is also used to extract nuclei and to form foregrouretise

Finally, postprocessing takes place by using erosion and dilation which results in segmenting

the cell nuclei.



2.2 Reviewof Soft Computing Techniques ér Medical Images Diagnosis

The breast cancer is the most common types of cancer distributed among Woheghan

and Defzooli, 201}l Breast cancer is dangerous and needs to be detdcacdearly stage in

order to prevent its growth; to treat it and to reduce the percentagatbs aause(lucchini

and Vecchia, 2003 Image processintechniques argidely usedfor the screening of breast
cancer. Mammography thaises a specific type of radiograplatlow radiation levelgAnders

and Lenovalli, 1994)is one of them Mammographyproduces breast images called
mammograms in order to diagnose and detect the presence of intruders or abnormal structures

in the breasti-orthis purpose differenhethodol@ieshave been used.

In (Xiong and Jing, 2009the masses in breast cancer images are identified by utilizing Twin
Support Vector Machine (TV8VM). Their proposed system was assessed by a data set of 100
mammograms obtained from the Digital Database for Screening Mammography (DDSM). The
outcomes proded by the authors i(Xiong and Jing, 2009emonstrated that the sensitivity

of 89.7% with 0.31 false positivereobtained for every imagén the furtherexamination, the
authors in(Xiong and Jing, 20093howed that their proposed CAD framework wage &o
achieve 94% sensitivity for identifying malignant masses in the test sets. On the other hands,

the identification rate of benign tumours was much lower, only 78%.

Schnorrenberg1996) ha suggested that aomputeraided system that can estimate the
malignancy probability of mammography lesion can assist the radiologists to decide patient
management while improving the diagnostic accuracy. ginde,various classifiers such as
linear discriminantsiule-basedmethods, aah artificial intelligence (Al) are being investigated
for building systems that can classify mass lesions in mammography by merging cemputer

extracted image features.

Andreet al.,( 200 2) pr op os e ebrgamizing onhpo(BCGM) Wwhech exteatts and
digitize the features from the mammograms. The whole system is ultimately based on atrtificial
neural networks (ANN) where it offers segmented image data from SOM as an input to the
MLP network for the diagnosis task. The performance of the system was mgaosio



compared to the other statéthe-art systems present, with only 60% of the cases were
classified correctlyhowever the results obtained in this study indicate that the use of SOM to

digitize mammograms is possible with an attempt to improve atihiap the system.

The systems based onfscomputingelementsare beingdeveloped in order to increase the
recognition rate (or accuracyyf pattern classification(Dehghan andDezfooli, 2011;
Padayachee et al., 2007; Helwan &iduyev, 2015. The breastancer identification system
includes image prprocessing, feature extraction and classification stages. Recognition
accuracy of the system depends on the accurate extraction of features and classification
accuracy. Classification systems can help imaasing the accuracy and minimizing possible
errors. One ogfficient soft computing methodologies used for pattern recognition problems
arefuzzy logic and neural networkEhe use of fuzzy logic allows the reduction of complexity

of the data and handlinghcertainty and impression. Neural networks have nonlinear mapping
and selflearning characteristics, that increases the accuracy of the model. The combination of
fuzzy logic and neural networks allows us to develop a system with fast learning capability
that can accurately describe pattern classification systems. linéisis these methodologies

are combined to construct fuzzy neural networks to qudteernidentification problem.

Fuzzy logic and FCM clusteringaysan important role in medicine. Fuzzy technology is now
frequently used in bioinformatics also. There are numerous medical studies which show fuzzy
logic application frompast15 years (Dev et al. 2014). In ref (Pham & Prince 1999) a fully
automated algatim for obtaining fuzzysegmentation®f images that are corrupted with
intensityin homogeneitiesAdaptive fuzzy emeans (AFCM) with deformable algorithms are
used for the reconstruction of the cerebral cortex from brain MRI. Covariance characteristics
are the added features to AFCM when compared with FCM. Breast Density is also an
important risk factor for developing breast cancer.

FCM is used to segment basic body tissue, chest walilaogladulartissue in a study by Ke

Nie et al, (2008) Cheng etlain his study proposed a novel fuzzy neural network approach
which resulted in lesser false positive rate per mammogram when compared with true positive
value (Cheng & Cui 2004). Fuzzy enhanced mammogram (FEM) image segmentation

methods are proposed. Qraosis of abnormal masses from mammogram using fuzzy rules



and classification is done by Support Vector Machine (SVM) in ref (Rao & Govardhan
2015). There were two methods which were introduced in which overall Correct Detection
Ratio (CDR) for FEM1 wa87% and for FEM2 it was 77%. The FEM1 method is very fast
and accurate for the diagnosis of abnortaalors In (Gohariyan et al.2017) combination of

MRI and mammogram images are used to separate the abnormal glands using FCM and
Artificial Networks algaithms such as affine transformation, Gabor filter, neural network. The
proposed technique obtained 98.14% accuracy. From ref (Wu et al. 2013) we observe that
fully automated segmentation algorithm atlas aided FCM is implemented on breast MR
images to qudify the fibroglandulartissue content. This automated segmentation is compared
toaveragof 2 reader 06s manual segmentation. The

and efficient. Atlad=CM outperforms the commonly used twinister FCM alone.

Moreower, in the literaturg the integration oheural and fuzzy structures are proposed for
solving various feature extraction and classification probl@iang et al., 2016Al-Betar,
2014) In (Wang et al., 201padaptiveneurafuzzy inference system (ANFIS) is appliéat

i magesoO featur e e(AltBetar,@0l4)ANRKIS striickuee is used fe sob/ingc e
cervical cancer recognitiohe authors in Ahmed et al., 2006useneurcfuzzy system for
Crohndés dficatiena s (Gamartaat sls 2014 Haralick features, in Ghosh et al.,
2019 grid color movement features are used for glaucoma classificaiankpropagation
neural networks are used for ttlassification purpose. Iibgy et al., 201p geneticalgorithm

is applied for the design of muitaput and single output neurefuzzy systemWell known
ANFIS (adaptive neurfuzzy inference system) structure is used folimoing the chiller
loading (u et al., 201k

2.3 Problem Statement

The aboveconsideredsystems are designed for special cases and most of theanases
fuzzy system thatises a multi-input single-output structurdMISO). These systems are based

on Mamdani type of rues. Sometimes the considered problems have multiple inputs and
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multiple outputs. Because ANFIS hasilti-input single output structure, the solution of such
kind of problems become difficult. In thihesis multi-input multioutput fuzzy neural
structure based on Taka8ugeneKang (TSK) type rule is proposed for thkassification of

breast tumours and for the improvementemfognitionrate of the system.

The detection and diagnosis of breast cancer in its earlier stages allows treating it prior to its
growth. The accurate detection and classification of breastuttsmall help to reduce the rate
of occurrence of that disease. Thus, the design of a breast cancer identification system is

considered in thithesis
To solve the diagnosis of BC the following steps have been:taken

- Extracting thebasictextureand shape features of the breast imadé& challenge is to
extract the right characteristics that may differentiate the benign and malignant breast tumours.
Therefore, in this work, we attempt to extract seven shapes and texture features that we
believe they distinguish both tumourdhe proposed system is based on different image
processing techniques such as image filtering using median filters, image adjustment, image
thresholding, and some morphological techniques (erosion). The shape and tetdues tea

then extracted and used for classification purpose.
- Designing thearchitectureof FNN for classification of breast images.
- Training theFNN modelfor classification breast cancer.

- Simulating the model and evaluating its performandernms of accuracy, error, and time

11



CHAPTER 3
MAT ERIAL AND METHODS

3.1 Overview

This chapterdescribesthe materials and methods used in this théBi® basicsof neural
networks their structures, and learning algorithms are all discussed. Morettreebasics of
the fuzzy systems, its main blacare given.r addition the integration of fuzzy logic and

neural network which is the heart of this waskpresented

3.2 Biological Neuron

The nature of human brain structure is complex and presigk these propertiedlow the

brain to havethe capability of performing various difficult assignmentsThe tumanbrain
contains a lot of neuronand each neurois linkedwith the thousand®f otherneurons. The
essential anatomic and effective piarthe humanbrain is a nerve cell, the nerve cell is also
known by (nervous system) or neuron. The neuron can be defined as an extension of the
normal cell with an axon and dendrites. Moreover, the biological neuron composed of
dendrites, soma, axon, angetweightor synapseFigure 31 shows the components of the
biological neuron. As shown in the figure tlia¢ nucleuss located irthe middle of the soma.

The soma generates inphirough gathering all the arriving signals. Also from tfigure, it

can be seen that dendrites are directly related to the cell body (Soma). The function of
dendrites is to receive signals from other neurons and transmit it to the soma. The output path
to other neurons is represented by the axon which is branching into nthiseeondary
branches to | ink the dd&hemearedtreceressknodn as gyrapsesn e u r
a the end of each branch thfe axon These synapses canreéerredas the connection points
between two different neurons. The synapses connections can be inhibitory or excitatory.
These synapsesansmitthe signad between neurons in two directions. These signals are

electrochemically transmitted in the junction poirifkie potential in the synapses changes
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based on the chemical materials being transmitted between the neurons. The effesital

soma and causes its activation if the received signals by dendrites are strong sufficient to
flame the neuron. Moreover, tifie received signals by dendrites are strong sufficient to flame
the neuron, then theeuronwill transmit another signal by the axonriearbyneurons in the

same process. The signal is going also to be received by the connectettsiesal can fire

nex neurons(Xiao, 1996). In other words, the neurons collect signals from other neurons
through fine structures known as dendrites and these neurons can be activated or deactivated
based on the received electrochemical signals. For instahegthe sum psses a threshold

or certain value, then the neuron will fire (activated) and the sigoe$ along to the
neighbairing neurons through the axon which splits into thousands of branches known as
synapses. But in the case that the sum is less than theiantiate, then no neuron be fired

and this results in deaeated neurons (Haykin, 2009; Du and Swamy, 2013; Kriesel, 2007;
Xiao, 1996) Fausett, 1994)
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Figure 3.1: Architecture othumanbiological neuror{Du and Swamy, 2013)
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3.3 Neural Network Structures

Artificial Neural Networks (ANNs) can be defined as a data processing model which tries to
imitate the way of human biological brain works. There are many nodes (neurong)kibct i

or connected with each other through lines (weight) in ANNeséneuras work with each

other to findsolutionfor specific tasks. The processes of neural networks (NN) consist of two
steps; the first step is training or learning of neural network throgglof data (examples)
which can be carried out by using learning algorithm. Whereas, the second step is recalling;
this step means testing the trained network for new given data (examples). However, the
structure, properties of neurons and training methoeldaators thaaffectsclassificationof

neural networks or specify the type of neural network. The most common typesiral n
network are listed below (Haykin, 200Bu and Swamy, 201Xriesel, 2007 Tino et al.,

2015 Gurney, 1997)

There are differean NN structures.FeedForward Neural Networks (FFNNs): Multilayer
perceptronRadial basis function netwgrRecurrent neurahetwork Hopfield network and

Boltzmann machine.

FeedForward Neural Networks are the most commonly used type of neural networks. FFNNs
consist of thredypesof layers (inputs layer, hidden layer and output layEng structure of

FFNNs is sorted by the type of layers, such as the first layer islaymrtandastlayer is the

output layer, whereas the middle layers (located between input and output layer) can be called
as hidden layers, which can be one or more layers. Moreover, in FFNs, the neurons are
connected to the following layer neurons by -glirection lines (weights). In other words,
there is ndeedbackconnection in FFNN and the neuronglod samelayer are not connected

with each other. The most common types of Heedvard neural networkse listed below
(Haykin, 2009;Du and Swamy, 2IB; Kriesel, 2007 Tino et al., 2015Gurney, 1997).

Thenodes irtheinputslayerrepresentshe input parameters thus the number of unitapats

layer dependon the number of inputs parameters. The nodesutputlayer denotesto the
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output parameter. The number of hidden layer neurons can be identified experimentally (trial
and error). Thamountof layers and neurons of hidden influences the performance of a neural
network. The neurons or nodeshidenlayer receive and send sigsaln the output layer,

the output oheuroncan be generated through employing transfer or activation function to the
weighted sum, the weighted sum can be calculated by multiplying the input by its related
weight (w), Thereafter, the results are addedetxh other in order to fornsum

Mathematically, the neuron output (y) lmtildenlayercan be written afollowing:

o ':‘_.- B
X2 . .|.|: '1.. o k. .

X3

Cn o -...j:..

Input Layer Hidden Layer 1 Hidden Layer 2 Output Layer

Figure 3.2: Multilayer perceptron (MLP)

The main parts of Multilayer perceptron are layers, weights, and activation functions. Each
part hasanimportantrole in MLP. As shown in figure 3.thereis three various type of layers
(input layer, hidden layer & output layer). These |ayame fully connected forward through
lines (weights) which allows the information to be passed between layers. Generally, the Input
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layer is usually placed at the begingi(considered as the first layer) thie network This
layer consists ofa number of nodes and these nodes represt®@ number of inputs
parameters. Moreoveheinputlayer has no trasfer function but, iallowsto the information

of inputs to be trasferred to the hidden layer. Whereas, the hidden layers usually located
between the input and output layers, and connectéteio through lines (weights). dfeover,

the weights start to be modified or updated constantly at hidden layers. The hiddemadayers
known as processing layers which consistaaiumberof neurons and the number these
neurons can be defined experimentally. The last ls/&nown as an output layer, which
provides the final output of the all network, thus can be considesprocessinglayer. Figure

3.2 indicated to MLP with two hiddetayers, the input layer is fed by inputs parameters.
While the first hidden layer is fed kthe outputof theinput layer andthe secondhidden layer

is fed by the output of the first hidden layer. Moreover, the inptihebutputlayer is fed by
the output otthe secondhidden layer, whereas the outputtbé outputlayeris usel to form

the output of the network.

The connection linesdtween layes are called as weights. These lines play an important role
in determining the outpuin neural networksln the beginning, the weight in the neural
networksis setat random,and thenthis weight begins to be updated in order to get more
accuate resultsHowever this update can be done through many iterations (epoch) (Haykin,
2009 Du and Swamy, 2031 3Xriesel, 2007 Tino et al., 2015 ShalevShwartz;Ben-David,
2014).

On the other hand, the purpose of using activation or transfer funationest ofthe neural
networks is to provida boundaryfor the output of nodes. Furthermore, the format of inputs
data can be influenced by the type of transfer functioaniher word defining the type of
transfer function can indicate how inputs data must be formatted or arr&ged!network

can have various types of transfer functions.
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3.4 Learning of NN Backpropagation Algorithm

As previously mentioned, neural networks (NpPocess involves training (learning) and
generalization or recalling. The learning or training of neural network is represented by
reducing the codtinctionand can be carried out through locating the optimum weight (w) and
sometimes, the parameters aplother network This process is also known #®e learning
algorithm. Backpropagation algorithm is considering as the most commonly used algorithm
for training Multilayer Perceptron The training inneural networks can be carried out by
epochs. An epoch can be defined as a full cycle when whole the examples in training are given
to the network and are processed using the learning algorithm only once. When training of
neural network is completed, the netwastarts toperform a complexrelationship and
possesse the capability for recallingHaykin, 2009 Du and Swamy, 201Xriesel, 2007

Tino et al., 2015Shwartz andavid, 2014). There are three differagpesof methods of

learning

1. Supervised learningThis type of learning is known as learning wétkteacher In this
learning,the neuralnetwork is provided by target output values in order to modify the
parameters othe network through straightforwardmanner (finding the differences
between the desired values and the predicted values). (Haykin, 20@hd Swamy,
2013), (Kriesel, 2007Shwartz and David, 201Maillard and Gueriot, 1997

2. Unsupervised Learning In nonsupervised learning, the neural networks are only
provided with inputs data, where real outputs values are not given to the networks. The
networks must be able to firmrelationshipbetween information from the inputs data.
In other words, the traing algorithm must be abl® find appropriate subsets of
samples of a training s€Haykin, 2009; Du and Swamy, 201Rriesel, 2007; Shwartz
and David, 2014; Maillard and Gueriot, 1997).

3. Reinforcement learningrhis kind of learning can beeferredto as a special status of
supervised learning, where the accurate desirable value of output is unkimown.
supervised learning, the instructor providles only reaction about success or failure

of a result.

17



One ofwell-known and widely superviddearningalgorithmthe Backpropagation algorithm

It is delta rule generalization which also referred as Least Mean Sdgoeghm (LMS).

This algorithm aims to reduce the cost function analogous to the mean square error among the
real and predicted output vaisi through using gradierdescent method. IBack propagation
algorithm, at the begin of first epoch, the input layethnetworkis fed by the input pattern

and then the output is produced. The error (the difference betaegetand actualvalue)
propagates to backward and thus a bloeleg hold system is formed. The gradieleiscent
algorithm is used to modify the weights. The activation function plays important role in
allowing to backpropagation rule to be applied. The error can be calculatagsingmean

square error MSE equation

O -B 0O —B &Y @& )
0 -mG BDE - QQ 3)
Q 6aod @

The Error (E) is reduced by employimgadientdescent which allows to the weights to be
adjusted. This can be done using betmuaion.

y T &€ — (5)
d is referredto rate of learning and represents our step size which ranged betwdgra(@l
this can be chosen manually. W is representing the parameters of networks such as weights
and bias. Furthermore, equatiof) (referred backpropagationalgorithm. Moreover, the
algorithm can be better through involve using Af fhomentum factor whichnalyzeand the
provide status for convergence (Haykin, 200 and Swamy, 201 Xriesel, 2007 Xiao,
1996 Tino et al., 2015Shwartz and David, 2014)

v
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Figure 3.3: Effects of learning rate and momemtyarameters on weight updatifigu and
Swamy, 2013)

3.5 FuzzyLogic

The concept of Fuzzy Logic (FL) was conceived at the beginning of the 70s by Lotfi Zadeh, a
professor at the University of California at Berkley, and presented not as a control
methodology, but as a way of processing data by allowing partial setemg@nbrather than

crisp set membership or nomembership(Zadeh, 1965) Professor Zadeh reasoned that
people do not require precise, numerical information input, and yet they are capable of highly
adaptive control. If feedback controllers could be prognach to accept noisy, imprecise
input, they would be much more effective and perhaps easier to impléfaeiet; 1965)

In this context, FL is a problesolving control system methodology that lends itself to
implementation in systems ranging from simplmali, embedded microontrollers to large,
networked, multichannel PC or wrkstationbased data acquisition and control systems. It can
be implemented in hardware, software, or a combination of both. FL provides a simple way to

arrive at a definite concéion base@n vague, ambiguous, imprecise, noisy, or missing input
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information. FL's approach toontrol problems mimics how a person would make decisions,

only much faster.

FL incorporates a simpleule-based IF X AND Y THEN Zapproach to a solving control
problem rather than attempting to model a system mathematically. The FL model is
empiricallybased, relying on an operator's experience rather than their technical
understanding of the system. For example, rather than deaithgtemperature control in
terms such as "SP =500F", "T <1000F", or "210C <TEMP <220C", terms like "IF (process is
too cool) AND (process is getting colder) THEN (add heat to the process)” or "IF (process is
too hot) AND (process is heating rapidly) THEbbol the process quickly)" are used. These
terms are imprecise and yet very descriptive of what must actually happen. Consider what you
do in the shower if the temperature is too cold: you will make the water comfortable very
quickly with little trouble.FL is capable of mimicking this type bkhaviorbut atvery high
rate(Babuska, 1998)

3.6 Fuzzy Reasning

FL offers several unique features that make it a particularly good choice for many control
problems(Bobuska, 1998; Drobics, 2003)

1) It is inherently robust since it does not require precise, #Hoége inputs and can be
programmed to fail safely if a feedback sensor quits or is destroyed. The output control is a

smooth control function despite a wide range of input variations.

2) Since the E controller processes usdefined rules governing the target control system, it
can be modified and tweaked easily to improve or drastically alter system performance. New
sensors can easily be incorporated into the system simply by generating appgopeaténg

rules.

3) FL is not limited to a few feedback inputs and one or two control outputs, nor is it necessary
to measure or compute ratéchange parameters in order for it to be implemented. Any
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sensor data that provides some indication of a systactions and reactions is sufficient. This
allows the sensors to be inexpensive and imprecise thus keeping the overall system cost and

complexity low.

4) Because of the rulleased operation, any reasonable number of inputs can be proce8sed (1

or more)and numerous outputs-@lor more) generated.

5) FL can control nonlinear systems that would be difficult or impossible to model

mathematically.

The concept of graded membership in fuggts was introduced by ZadétO65. This notion

of graded membershigvas introduced in order to provide a mathematical precision to
information arising from our cognitive process. The theory of fuzzy sets provides a
mechanism for representing linguistic constructs such as ‘'many’, 'low', 'medium’, ‘often’, ‘few'.
In general the fuzzy logic provides an inference structure that enables appreximatan
reasoning capabilities (Gupta aRdqg 1994) On the contrary, the traditional binary set theory
describes crisp events, events that either do or do not occur. It uses Igyobadnry to
explain if an event will occur, measuring the chance with which a given event is expected to
occur. The theory of fuzzy logic is based upon the notion of relative graded membership and
so are the functions of mentation and cognitive prosegsaus, the utility of fuzzy sets lies in
their ability to model uncertain or ambiguous data so often encountered in real life

Fuzzy logic provides a methodology for representing and implementing our knowledge
about how best to control a proceAduzzy system is a static nonlinear mapping between its
inputs and outputs (i.e., it is not a dynamic system). It is assumed that the fuzzy system has
inputsu;/ Ujwhere i = 1, 2, . ., nand outputs;/ Y, where i =1, 2, ..., mA block
diagram of a fuzzy system is shown in Figure 1. The fusstemis composed of the
following four elements:

1.Arule-basebasicdly consistsof a set of fThen rulesandcontains a fuzzy logic

guantification of the expert's linguistic descriptimirthe considered problem

21



2. Fuzzyinference mechanisifiinference enging"emulates the expert's decision making in

interpreting and applying knowledge.

3. Afuzzificationc onverts i nputs into

to activate and apply rules.

nfornéat.

on

4. A defuzzificatioconverts the conclusions of the inference mechanism into actual inputs

The inputs and outputs are “crigpiat is, they areeal numbers, not fuzzy sets. The

t

fuzzification block converts the crisp inputs to fuzzy sets, the inference mechanism uses the

fuzzy rules in the ruldase to produce fuzzy conclusions (e.g., the implied fuzzy sets), and

the defuzzification block convertsese fuzzy conclusions into the crisp outputs.

Input Fuzzification

Inference

Engine

Defuzification

O

Knowledge
Base

Figure 3.4: Fuzzy ystem

Output

The basic problem in fuzzy system design is the developmeatkobwledgebase.In the

literature differentapprachesare purposed for the development ofagpropriateknowledge

base. One of theidely usedapproachksis the use of neural networks.
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3.7 Integration of Fuzzy logic and NeuralNetworks

Neural network structures can deal with imprecise data addfilhed activities. However, the
subjective phenomena such as reasoning and perceptions are often regarded beyond the
domain of conventional neural network theory. It is interesting to notefulay logic is
another powerful tool fomoddling uncertainties associated with human cognition, thinking
and perception. In fact, the neural network approach fuses well with fuzzy@@&gita,1992;

Cohen and Huds0ri990;Yamakawa andomoda 1989)and some researa@ndeavars have

given birth to the field of 'fuzzy neural networks' or 'fuzzy neural systétasidigmsbased

upon this integratioarebelieved to have considerable potential in the areas of expert systems,
medical diagnosis, control systems, pattern recognition and systetdling. Two possible
models of fuzzy neural systems are schematically shown in Figuse$he computational
process envisioned for fuzayeural systems is as follows. It starts with the development of a
'fuzzy neuron' based on the understanding of biological neuronal morphologies, followed by
learning mechanisms. This leads to the following three steps in affiemzsl computational
process: (i) development of fuzzy neural models motivated by biological neurons, (i) models
of synaptic connections which incorporates 'fuzziness' into neural network, and (iii)
development of learning algorithms (that is, the methbddjusting the synaptic weights).
Based upon the computational process involved in a foemyal system, one may broadly
classify the fuzzy neural structures as feedforward (static) and feedback (dynamic), Figure 9.
In a feedforward (static) architectyithe neuron responds instantaneously to the fuzzy inputs
because of the absence of dynamic elements in the strCiinen and Hudsqri990) The

neural mathematical operations in a feedforward network can be performed either by fuzzy
arithmetic or fuzzyogic operations. As was mentioned in the preceding section, the function

of a nonfuzzy neuron can bmodeledas

w0 +B 0 7)
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Figure 3.5 Fuzzy neural network general architect(@ipta and Rao, 1994)

3.7.1Learning scheme: adapting the knowledgedse

The weighting andspatiotemporalaggregation operations performed by the synapses and
soma, respectively, provide a similarity measure between the input vector X(t) (new neural
information) and the synaptic weight vector W(t) (accumulated knowledge base). When a new
input pattern that isignificantly different from the previously learned patterns is presented to
the neural network, the similarity between this input and the existing knowledge base is small.
As the neural network learns this new pattern, by changing the strength of d@icyn
weights, the distance between the new information and accumulated knowledge decreases

(Yamakawa andomoda 1989)

In other words, the purpose of learning is to make W(t) very similar to a given pattern X(t).
Most of the neural network structuresdengo a 'learning’ procedure during which the synaptic
weights (connection strengths) are adapted. Algorithms for varying these connection strengths

such that learning ensues are called ‘learning rdibs'.target of learning rules relies on the
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applicatons. For instance, the goal in design characterization from test data is to classify and
foresee effectively on new data, while the goal in control applications is to rough nonlinear
capacities, and additionally to influence obscure frameworks to taketedteoveted reaction.

In characterization and functional estimation issues, each cycle of introduction of all cases is
normally alluded to as a 'learning age'. Be that as it may, there has been no speculation with

respect to how a neural system can hasted.

Neural Leaming Algorithms
|
' v

Error-based leaming Output-based learning
Emor-correction  Stochastic Hehbian Competitive

v

Least-mean Back propagation
square

Figure 3.6. A flow diagram of learning algorithms employed in different neural structures to

adapt the synaptic weights (Gupta and Rao, 1994)

A flow chart delineating the diverse learning calculations ordinarily utilized for the adjustment
of synaptic weghts is appeared in Figure 38s appeared in this figure, learning calculations
might be comprehensively arranged as ‘ebased (managed) and ‘yield based
(unsupervised)'. Errdpased (otherwise called administered) learning calculatighseuan

outer reference signal (instructor) and produce an error signal by contrasting the reference and
the obtainedreaction (Gupta, 1990). In view of error signal, neural system changes its synaptic
associations with enhance the framework executiorthis learning plan, it is accepted that

the coveted answer is known apriori. The elyased learning methodology is sclaitally
appeared in Figure 3.7
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Figure 3.7: An errorbasedearning scheme where the learning process is guided by the error
signal e(t(Gupta and Rao, 1994)
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CHAPTER 4
DESIGN OF FNN FOR MEDICAL IMAGE PROCESSING AD DIAGNOSIS

4.1 Overview

This chapter discusses theuctureof the system used fohe diagnosi®f breast canceifhe
design stagesof the diagnostic system are described, the image preprocessing, feature
extraction and classification are presentEde image processing phase is the first phase in
this work in which images are processed in order to extract the shape and fiextures

using different algorithmsThealgorithms used in image processing stages are presented

4.2 Structure of the Breast Cancer Diagnostic System

The detection and diagnosis of breast cancer in its earlier stages allows treating it prior to its
growth. The accurate detection and classification of breast tumours will help to reduce the rate
of occurrence of that disease. Thus, the design of a braaser identification system is
considered in thishesis The design of the system mainly relies on the extraction of texture
and shape features of the breast images. The challenge is to extract the right characteristics
that may differentiate the benigmmd malignant breast tumours. Therefore, in this work, we
attempt to extract shape and texture features that we believe they distinguish both tumours.
Therefore, we use different image processing techniques and artificial intelligence elements to
achieve his goal. The proposed system is based on different image processing techniques such
as image filtering using median filters, image adjustment, image thresholding, and some
morphological techniques (erosion). The shape and texture features are therdednalct

used for classification purpose.

Figure4.1 represents the general structure of the proposed breast cancer identification system.
As shown, the system includes three basic blocks: imagerpecessing, feature extraction

and classificationln imagepre-processing stage the segmentation and detection of the object
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of interest are performed@he djectof interest is the cancer region on the breast images.
breast images aft@repocessingare entered to the feature extraction unit. Heretélture
and shape features of images are extracted. These features are fed into FNN based classifier

for classification of images.

Image Pattern > |Benign

. ) Classification L,
Pre-processing Features (Fuzzy Neural Malignant
Phase Extraction Networks) >

Figure 4.1: The structure of the proposed system

Figure 4.2 shows the flowchart of the identification systdmseen, noises are first removed
from images using mediantirs and imagadjustmentthat is used to smooth the region of
interest(tumor) of the imageAfter enhancement, the tumor is segmented and extrasied
morphological operationgrosion and image opening. Ortbe tunor is extracted, the feature
extraction process starts. Firshe texure features are extractdry applyng the GLCM
algorithm on the image, and then shape features are extracted. After rdngti@xtof the
texture and shape features, they are fed into a fuzzy neural netwiodating to classyfthose

features into benign or malignant tumors.

4 3 Data Set

The images are taken from The Digital Databbw Screening Mammography (Heath et al.,
2001)and then converted into grayscale using the luminosity method. The converted images
are represented ldwo-dimensionalmatrices. These images are filtered using median filtering

so the noises are removed. After filtering, the obtained images are adjusted in order to increase
their pixel intensities so that the region of interéstmpun can be clearer and brighter. The
images undergo threshold computing for the purpose of segmenting the region of interest

(tumoup located in the breast. We also used some morphological techniques such as erosion
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in order to extract the region of interest. The 7 texture and shape featiedracted from

the region of the interest and used for the classification of images.
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Figure 4.2: Flowchart of the proposed identification system
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The Gay Level Ceoccurrence Method IBCM method(Zhu and Zhang2010)is applied for
extractionof the texture features of the images. The extracted texture and shape features are
fed into the FNN. FNN usethe input features and classifies them into benign or malignant
classes. Figures 4 and 5 show the image analysis and processing of benign and malignant
breast tumour images respectively. The image processing operations are explained below.

Figure 42 shows the flowchart of the proposed work. As seen, noises are first removed from
images using medianlters and image adjustmenthich is used to smooth the region of
interest (tumorpf the imageAfter enhancement, the tumor is segmented and extrasied
morphological operationgrosion and image opening. Ortbe tumor is extracted, the feature
extraction process starts. Firshe texture features are extractdyy applying the GLCM
algorithm on the image, and then shape features are extracted.tiddt extaction of the
texture and shape features, they are fed into a fuzzy neural netwioidaiing to classjfthose

features into benign or malignant tumors.

Figure 4.3 shows a sample of the breast mammograms found usetidatabase, which are

then used to train and test the proposed fuzzy neural network

Figure 4.3 Samples of the database breast images
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4.4 Image Analysis and Rocessing

Analytically, comparative results between cancers sti@mwlung cancer is the highest killer
followed by breast canceAs demonstrated inTfipathi et al., 2014), breast cancernmostly

found inawoman Lesionasclassified into two categoripmalignant andenignis actually

the cause of this dangerous ikseAmong these two categorieserign isremovable and
unlikely to reoccur and hence termduthrmless lesionWhile malignantin other handis
termedcancerous celhaving high potential to grow and spredo other parts of the body
(Dudea et al., 2013High numberof patients diagnosedith breast cancer does not notice its
presence androbablydied before gtting proper medication. Therefote reduce the number

of death resulting from breast cancer, early detedioi@cessarfor proper treatment.

Breast cells cancer segmentation in microscopic images is a tediouspakijcularlywhen it

comes to detecting whether the cells are veittumor or not. This is usually due to the
similarity and between both types of tumorou
like segmentation, are usually based on some visual inspections in which they check or depend
on the size, colour, and texéuof the cells. Those decisions may be affected by fatigue, stress,
and less experiencthat humananay have. Thus, there is a need for an automated and
computerized diagnosis system that helps in segmenting and detecting the cdllsnaitis

in a breasmicroscopic image. These kinds of systems are lesser time consuming, not costly
and may be more accurate since they are not affected by the aforementioned human factors.

Thus, in thisthesis we ought to propose a new image processing based algoriththefo
segmentation of breagimaurs found in the Xray breast images. The algorithm does a good
enhancing and filtering of the images as they may have some noises; then it starts the features
extraction process where the regions of interest are put apderLastly, the cancer cells are
segmented. Experimentally, the system was validated on some breast cell images and it shows

a good performance in segmenting the breast cancer.

Figure 4.4shows a breastumaur (Benign) mammogram that undergoes all theagm
processing methods used in this work which ends up in segmenting the tumorous part of the

image.
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Figure 4.4 Benign tumour breast image undergoes the proposed system algq@hm
Original RGB abnormal breast image, (b) Graysaalage, (c) Filtered image using median
filter, (d)Adjusted image, (e) tresholded image, (f) Eroded image, (g) Extracted tumor.

As seen in Figure 4.the breast image has to be processed and analyzed before it finally gets
segmented. The image undergaest some enhancement techniques in order to be cleared of
some salt and pepper noise which may affect the final segmentation of thetbneast
Hence, median filtering and adjustment of the images are employed. Secondlyjumneast

was segmented biyrst thresholdingthe image and then eroding it using image erosian.

last, texture and shape features are extracted using Gray Lewvec@uence Matrix.
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(e)

Figure 4.5: Malignant tumour breast image undergoes the proposed system algdajhm
Original RGB abnormal breast image, (b) Grayscale image, (c) Filtered image using median
filter, (d)Adjusted image, (e) tresholded image, (f) Eroded image, (g) Extracted tumor.

4.4.1 Grayscale conversion

Images are first converted to grayscalsing luminosity method. This technique relies on the
contribution of eacleolor of the three RGRolours. This results in a bright grayscale image as

the three differentolorsof the RGB image are weighted according to their contribuhahe

image no averagely (Gonzales and Woods, 20QB)g. 46.b). This method is a more
sophisticated version of the average method. It also averages the values of the image matrix,
but it forms a weighted average to account for human perception since humans are more
sensitive to green than otheolors therefore; green is weighted most heavily. This is shown

in equation(8)

T Y T O mérR (8)

where R is the redolor, Gis the green, and B is the blue.
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(a) (b)

Figure 4.6. Grayscale conversioifa) RGB image, (b) Grayscale image

4.4.2 Median filtering

Filtering is always used in medical image applications fenaising and smoothing purposes.
Different types offilters can be used depending on the application anddiypeise needed to

be reduced (Gonzales and Woods, 2006}his work, a median filter is used to remove-salt
andpepper noise, in addition, to preserve the useful features while smoothing the imag
edges. The median filter is good as it has a good noise suppressing power, as well as a good
computational efficiency. It is a ndmear filter in which the value of the processed pixel is
obtained by calculating the median of a window of pixels thabands the processed pixel
(Wang and Zhang, 19%9Under this median operation, this filter becomes more applicable for
suppressing noise and deleting the fine details in the input image. The median filter is less
sensitive than the mean to extreme values, and these extreme values are more effectively
remo v ed. The median filter helps in rejecting

impulse noise in which some individual pixels have extreme values.
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(a) (b)

Figure 4.7: Image filtering (a) Grayscale image, (b) Filtered image

4.4.3 Image adjusting

Here, the intensities dheinputi mage 6s pi x el @ neavrramge ofdnpepsiies | nt o
(Wang and Zhang, 19%9This is implemented by setting the low and high input intensity

values that should be mapped in addition to the scale ovehiey shoulde mapped (Fig.

4.8).

(b)

Figure 4.8: Image adjusting(a) original image, (b) adjusted image
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4.4.4 Thresholding

This technique provides the division of the image in the foreground and background regions
based on the different intensities and intensity discontinuities of the i(Bagglben et al.,

2012; Mokri et al., 2012 This technique reads a grayscale or golonage as amput and

outputs a binary image i.e. the threshold image. The black pixels in the outputsinoagey

the background and white pixels refer to the foreground. The segmentation is achieved by a
single parameter known as the intensity threshold. The selection of this threshold value was
achieved using the Otsubs t hgreglsvhldidtributiongn met ho
the histogram of the image in order toesmtla threshold valuérigure 4.9. Hence, the
threshold was selected as 0.42 which provides a good separasidnnodurand other areas.

Pixels of intensity values higher than the seletbtedshold value are considered as foreground
pixel (white). Pixels of intensities value lower than the threshold value are considered as

background pixels (black).

(b)

Figure 4.9 Thresholding(a) Original image, (b) Tresholded image
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44.5 Morphological techniques

These procedures can be characterized as an arrangement of operations that analyse the
images based on their shape®kri et al., 2012 These operations are connected by choosing

a structuring element for an input image, bringing about a yimeddje of a similar size. The
structure el ement i's a matrix consisting of
neighbours. The values of every pixel in the yield image are set by a correlation of the relating

pixel in the input image with its neigburs. Structure element has many shapes. Here, the

"disk" structure element with a "range" of 15 is utilized. The most widely recognized
morphological operations are dilation and erosion. The last is utilized to shrivel the objects in

a binary image. Afteerosion, the primary pixels that remain are those that fit largih the

structuring elementskigure 4.10s hows t he result of erosion ¢

structure el ement of Airadi uso 15.

(b)

Figure 4.10 Image Erosion(a) original image, (b) Bded image

4 .4.6 Features extraction

In this phase, the texture and shape features of the image are extracted in order to discriminate
the malignancy of the breast tumours. Since the two distinct classes (benign and malignant

tumourg vary in intensities and shapes, those two sorts of features ought to be extricated from
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the segmented region of interest (ROI) with the end goal of acquiring precise classification
results. A GLCM is first created from the segmented ROI; which is algvel/caoccurrence
matrix that describes the composition of an image by calculating how frequently a pair of
pixels with particular qualities and in a taggspatial relationship occur@Honeycutt and
Plotnick, 2008. The texture features are then extegcfrom the GLCM; nonetheless, the

shape elements are extricated specifically from the segmented t(ihawalick, 1973.

Table4.1 depicts the list of features extracted from the images.

Table 4.1: Extracted Texture and Shape Features

Features Feature number
Roundness 1
Uniformity 2
Asymmetry 3

Compactness 4
Entropy 5
Standard deviation 6
Mean 7

44.6.1 Texture fatures

Recently,the texturefeatures of the segmented area have been utilized broadly by numerous
scientists as a part of theld of advanced mammograplidoneycutt and Plotnick, 2008

These features can be derived specifically from the pixels estimations of the segmented ROI as
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indicated by a particular recipe for edelature,or can be computed by implication as well as
a histogram of the segmented ROI. The following are the formulas of the features extracted
from the segmented & of the two image classg€lausi and Zhao, 2002 benign and

malignant breast tumours.

1 Mean (average): it is the average intensity of the image. Concerning mammograms, a

denser tissue has a higher average of intensity.

1M
m=— l,
TEELD o

where p(i,j) repr tepeimt,js intbnROlofsizexMxN.0s val ue at

1 Standard deviation: it can be defined as a measure of the average contrast, according to

the irregularity of he texture.

i1 MN .
s=|—&aapdj-m
\/MN i=1 j=1 (10)

where p(i,j) is the pixel 6aR@af usi a¢ MhMH. spe
average intensity.

1 Entropy: it is defined as a disorder. In the case of texture analysis, it is a measure of

spatial disorder or randomnessnmge

L-1
h=-§ Pr (log,Pr)
k=0 (11

where Py represents the probability of theth grey level, and L is the total number of the

available grey levels ia ROlof size MxN.

1 Uniformity: it is denoted as U and it is a texture measure based bstbgram of the

segmented ROI.
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L-1
U=§Pr
k=0 (12
wherePy represents the probability of theth grey level. Since th@&y values are ranged
from (0 to 1) and theisum equald, U is maximum when theumbers opixels in all grey
levelsareequal resulting in all theyrey levels to beequalprobable and their distribution to be

uniform and decreases otherwise.

4.4.6.2Shape features

The shape has a vital role in distinguishing the two different classeseasttumour. The
benign breast tumour is usually a circular and symmetric shape. However, the malignant
breast tumour hasrandom and asymmetric shaj@dausiand Zhao, 2002

1 Roundness: it is thgraylevelvariation in agraylevelco-occurrence matrix.

L
P (13

whereA is the area of the segmented region of interesPasdts perimeter. If the Roundness
is greater than 0.90 then, the object is circular in shape.

1 Asymmetry: it is used to evaluate whether the intensity levels tend to the dark side or

light around the man.

A= (- M p(x) )

wherex; is pixel value at the poinfi,j), and p is the mean. The(x;) is the probability of

occurrence of that pixel value.

1 Shape or Compactness: Since the shape of the segmented ROI is one of the important
features that distinguish the benign and malignant tumours, shape features are
extracted from each ROI prior to clagsation.
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407 (19

whereP is the perimeterA is the area of the segmented ROI in pixels. Zhéactor is added

to the denominator such that the compactness of a complete circle is 1.

4.5 Designof Fuzzy Neural Network for Breast Cancer Classification

45.1 Proposed FNN

In thisthesis we proposed a fuzzy neural network for the classification of breast cancer using
extractedshape and texture features tbe breastumour. Fuzzy Igic proposed by L. A.
Zadeh (Zadeh, 199&esembleshumanreasoning process. They are widely used to solve
different problems, such as control, classification, prediction, identification etc. Fuzzy logic is
an easy and convenient approach for mapping an input space to an output space. This is done
by the ifthen rules that have an antecedent and consequésit iae antecedent part includes
input variables. The consequent part includes output variables of the system. Mapping inputs
to their corresponding outputs is a basic function of pattern recognition system where the
inputs can be the patterns and outparts the classes. In a fuzzy rule base, the values of
variables are basically described by fuzzy values or linguistic terms. Each fuzzy value is
characterised by a membership function. Membership functions allow us to quantify linguistic
term. The design fofuzzy system includes the precise construction of antecedent and
consequent parts of the rules.

One of the effective technologies for construction of ththeh rules is the use of neural
networks. The NNs have such characteristic aslasathing andgeneralisation abilities,
nonlinear mapping, the parallelism of computation and vitality. The-lesihing
characteristics allow the increase of the accuracy of the neural networks based model. Fuzzy
logic allows to reduce the complexity of the data andhdndle uncertainty and imprecision.

The combinaton of fuzzy logic and neural networks allows us to design a system with fast

learning capability that can describe nonlinear systems charactsvitedncertainties. Here,
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these two methodologies are candd to construct fuzzy neural networks and solve pattern

classification problem

The previously consideredeurcfuzzy systems in the literature are mainly designed for
special cases and most of them unseirefuzzy system based on muitiput singleoutput
structure. These systems are based on Mamdani type ofMaesdani and Assilian, 1997)
Sometimes the considered problems have multiple inputs and multiple outputs. Because
ANFIS hasmulti-input single output strcture, the solution of such kind of problems become
difficult. In this thesis, multinput multroutput fuzzy neural structure based on Takagi
SugeneKang (TSK) type rule is proposed for the classification of breast tumours and for the

improvement of reagnition rate of the syste(Takagi andSugen 1985.

The extracted shape and texture features are inputs of the FNN based classifier. The classifier
based on the above features classifies the imageshatbenignor malignanttumour. The

fuzzy neural networks (FNN) realize the fuzzy reasoning process through the structure of
neural networks. The design of FNN includes the generation of the proper rule base that has
IF-THEN form. Here, it is necessary to determine the accuiefiaition of the premise and
consequent part of fuzzy {FHEN rules for the classification system through the training
capabilty of the neural networkJang et al., 1997; Abiyev and Abizade, 201®his is
obtained throughevaluationof the error respoms of the designed classification system.
Mamdani (Mamdani and Assilian, 1997and TakagiSugeneKanag (TSK) (Takagi and
Sugeno, 1985jype fuzzy rules are basically used for designing the fuzzy systems. In the
thesisthe second typel SK fuzzy rules are &gl for system design. TSK fuzzy rules include
fuzzy antecedent and crisp consequent parts. These fuzzy systems based on TSK rules

approximate nonlinear systems with linear ones and have the following form.

y;=h 14 3x
If xisAgjandxisAjja nd  exniaAnd Then i=1 (19)

Here,x andy; are input and output signals of the system respectiigly...,mis the number

of input signalsj = 1 & numberof rules. A areinput fuzzy setsh; anda; are coefficients.
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The structure of fuzzy neural networks used for classification of breast cancer images is based
on TSK typefuzzy rules and is given in Figure 4.Ihe FNN includes six layers. In the first
layer, thex, ( i = 1 , idput mignals are distributed. The second layer includes membership
functions that describe the linguistic terms. Here, for each input signal entering the system, the
membership degree to which input value belongs to a fuzzy set is calculatedthiest)ehe
Gaussian membership function is used to describe linguistic {&fmgev andKaynak, 2008;

Abiyev, 2011; Abiyev, 2011

, 1=1.m, j=1..r (17)

wheremis a number of input signalsjs a number of fuzzy rules (hidden neurons in the third

c; ands

layer). i are centre and width of the Gaussian membership functions respectively.

m;(x;) is membership function aofth input variable foj-th term @Abiyev, 2011.

The third layer is a rule layer. Hemymberof nodes is equal to the number of rules. HBgg,
R., €R represents the rules. The output signals of this layer are calculated-nsimymin
(AND) operation.

m») =0 m,(x)
i ,i=1,..,m, j=1,....r (18

whereP is the min operation.

Thesern(x) signals are input signals for the fifth lay&ourthlayer is a consequent layer. It

includes n linear systems. Here, the values of rules output are determined.
i=1 (29

In the fifth layer, the output signals of the third layer are multiplied by the output signals of the

fourth layer. The output gfth node is calculated as
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(20)

y; =MW

In the sixth layer, the output signals of FNN are determined as
(21)

Here, ux are the output signals of FNNk=1,..,n). After calculating the output signal, the

training of the parameters of the network starts.

Layer 6

Layer4 Layer35

Layer 3

Layer | Layer2
Figure 4.11: FNN based identifier structure
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45.2Parameter learning

Initially, the parameters of the FNN are generated randomly. These parameters are the
membership functions of the fuzzy rules in the second layer of Fig. 6 and the parameters of the
linear functions of in fourth and fifth layers. To design FNN model, thaihg of the
parameters of the membership functiop@) ands;(t) (i=1,..m, j=1,..r) in the premise part

and parameter values of thg(t), a;(t), bi(t) (i=1,..m, j=1,..,r, k=1,..,n) in consequent part is
carried out. In thehesis fuzzy clustering and gradient algorithms are apdedhe updée of

the parameters of FNN (Abiyev et al., 2016uzzy emeans clustering is applied to find
parameters of the antecedent part that is parameters of the membership functions. After
clusteing, the training of parameters is performed uginadientdescent learning algorithm

with adaptive learning rate. The use of adaptive learning rate speeds up the learning and
guarantees the convergence. In addition, the momentum is usgzbddup the learning
processes additionally.

During learning on the output of the network, the value of error cost function is calculated.

21 (22)

d
Here,n is the number of output signals of the network, andu, are desired and current

output values of the networlk<1,..,n respectively. The paramete?’gik'aﬂ'bj, (i=1,..m,

. ands

j=1,..r, k=1,..,n of network and pameters of membership functior i (i=1,..m,

j=1,..r) of FNN structure are adjusteging the following formulas
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Here, m is the number of input signals (input neurons) and the number of fuzzy rules

(hidden neuronsyjis the learning raté, is the momentum,

The derivatives in (1gare computed as
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In (16) the derivatives are determined as
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Using equations (225), the derivatives in20) are calculated and the correction of the

parameters of FNN is carried out.
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CHAPTER 5
SIMULATION

5.1 Simulation

The xray images of the breast tumours are used in this breast cancer image identification
system. Hence, images are collected from the Digital Databasererfihg Mammography
(DDSM); a public breast image databaseailable on the interndHeath et al., 2001 The

breast cancer images are used for the purpose of training and testing the designed FNN
system. The images are of size 221*358 pix€&ble 5.1 shows the dataset description.
datapre-processing phaséhese images are processed and rescaled to 250*250 pixels for fast
and easy computing. The processed breast cancer images undergo the feature extraction in
which the texture and shape features are extracted. These features are used for distinguishing
the type of breast tumours, whether it is related to benign or malignant clusters. This is
achieved by training the FNN system. This FNN system is fed by those features extracted

from the images. The outputs of the FNN system are clusters related to madigddrgnign
tumours(Figure 51).
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Figure 5.1: FNN designed for breast cancer classification
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The structure of the FNN classification model is designed using 7-iapdt2 output neurons.

If we use traditional neurfuzzy structure (for 7 inputs and Quster centres, 2128 rules

should be generated. Here, using all possible combinations of inputs and cluster centres, the
rules should be designed. Thidse largenumber of rules will be designed. In contrast to these
researches, in thinesis the number of rules is selected according to the clustering results,

equal to cluster centres.

Table 5.1:Dataset description

Data Total number  Training Testing
of images
Number of images 400 200 200

5.2 FNN Training

At first the FNN basedclassifier shown in Figuré.l is trained using backpropagation
algorithm and then is used for the classification of the breast images. The training of the
network is implemented using 10 fatdoss validationin this approach, the original data set is
randomly partitioned intd 0 equal sized subsamples. Here, one subsample is retained as the
validation data and used for testing the FNN model and the remaining 9 subsamples are used
for training the model. During training, each of tt&subsamples is usexkactly once as the
validation data. Therefore the cresalidation process is then repeafditimes. All the

10results from the folds are averaged in order to estimate the learning iteration.

The number of inputs is seven and the number of outputgoisane representhie benign
tumour and one fothe malignantcancer. During simulation different numbers of rules are
used. The number of rules guarantees significant training while keeping the time expense to a
minimum. After processing, the maximum am¢himum values of each used feature for both

classes arealculated and shown in Table25
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Figure 5.2 shows the feature values of two example images of benign and malignant tumours.

Table 5.2: Intervals of ROI extracted feature

Extracted features Benign Malignant
Roundness 0.850.99 0.250.84
Uniformity 0.981 0.81-0.89
Asymmetry 0.900.99 0.2-0.89
Compactness 0.2-0.7 0.721
Entropy 0.05030.304 0.3470.593

Standard deviation 0.0405650.238626 0.2321850.439165

Mean 0.460.54 0.5569

During this learning stage, initial arbitrary values of weights are randomly initialized to values
between 0 and 1. The learning rate and the momentum rate were set through different
investigations keeping in mind the end goal; to attain the required ommierror value.
Therefore, the learning rate and the momentum coefficient areass€t01 and 0.65
correspondingly. A minimum error is taken as 0.001. The training of the FNN based classifier

is performed using gradient descent learning algorithm.
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Extracted tumor

(a) Benign Tumor features values

Original Image

; Extracted tumor
(Malignant tumor)

_}—*

Roundness=0.97
Uniformity=0.987
Asymmetry=0.964
Compactness=0.45
Entropy=0.23

Standard deviation=0.193
Mean=0.498

Roundness=0.34
Uniformity=0.865
Asymmetry=0.54
Compactness=0.78
Entropy=0.43

Standard deviation=0.29
Mean=0.76

(b) Malignant Tumor features values

Figure 5.2: Features values of benign and malignant tumors

200 breast cancer images obtained from the DDSM are used for training the FNN system.
Among them, 100 images abenigntumour and 100 armalignanttumour (cancerous). The
training is continued for 5000 epochs. The 10 fold cross validation is used here. -®jure
shows the plot of RMSE values. It is seen that the system learned well as the error seemed to
decrease after each epoch. The network éashed an RMSE error of 0.22837, which is good

enough for this phase. Moreover, it should be noted that the time taken for the FNN system to

learn and achieve the minimum square error is 20 seeasizen in table 5.3
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Figure 5.3: Learning curve of FNN
Table 5.3:FNN Computation cost and accuracy
Model Training time ~ Maximum Iterations Error Training
reached accuracy
FNN 20 secs 5000 0.22837 100%

5.3 FNN Performance BEvaluation

The FNN system was tested on a dataset of 200 mammograms; 100 for benign, and 100 for
malignant tumours. The simulation has been done using a different number of rules as shown

in Table5.4. The second and third columns of the table show the valaer@fs obtained for

training and evaluation data sets. The fourth column of the table contains the values of errors

obtained when test data are used. The fifth column represents the percentage of images that

were accurately recognized by the fuzzy neueavorks during testing.
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Table 54: Simulation Results

Number  Training Evaluation Test error Accuracy

of Rules error error

16 0.366811 0.438844 0.428461 84.5
28 0.287870 0.389205 0.401062 91.0
36 0.228371 0.280195 0.269012 97.5

Table 5.5 represents the total classification rate of the designed breast cancer identification
system. Note that the identification rate shows the capability of the trained network to
generalize, i.e., to identify or classify the correct diagnosis while testedingeen data. This
classification rate is defined as the total number of correctly classified images of the two
classes divided by the total number of I mage

testingclassificationrateof each set and clas$ data.

Table 5.5: Breast cancer identification results

Breast image types Number of Identification rate

images
Benign tumour 100 95/100 94%
Malignant tumour 100 100/200 100%
Total identification 200 195/200 97.5.%

rate
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The experimental results of the developed breast cancer identification system show that the
accuracy of the system seems to change proportionally to the change of rules. Thus, an
accuracy of 84.5% was obtained where 16 rules are used. In addition, nhregytrealidation,

and testing errors were quite high. It is observed that this accuracy starts to increase and errors
start to decrease when more rules are used (28 and 36). Hence, using 36 rules results in a high

accuracy of 97.5% and low minimum errorrighg training, validation, and testing.

Overall, it can be concluded that the FNN system successfully classified the two classes
consistently with the clinical data or images. The FNN system was capable of achieving a

better performance in identifying tleerrect diagnosis of the unknown images.

5.4 Results of Comparison of FNN and Backpropagation Neural Network for Breast
Cancer Classification

In a previous study, we proposed a simpiackprpagatiuonneural network for the
classification of breast cance mammogramss seen inigure 54. The network was trained

using gradient descent amdmedatabase was used for training and testing this network.
Similarly, sameshape and texture features are extracted from the processed mammograms and

used in thastudy.
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Figure 5.4: Learning curve of FNN

Table 56 shows the training parameters of the BPNN that was trained on 400 breast images

with benign and malignant tumours.

Table 5.6: BPNN learning parameters

Parameters Value
Number of neurons imputlayer 7
Number of neurons inutputlayer 2
Number of neurons ihidden 20
layer
Iteration number 5000
Learning rate 0.001
Momentum rate 0.5
Error 0.001

55



Training time (sec) 300

Activation Function Sigmoid

Figure5.5 shows the learning curve of the BPNN.

Best Training Performance is 0.012062 at epoch 4950

1" g

Train

Mean Squared Error (mse)

1 I 1 1 1 1 1 1 I ,
] L= 8| 1000 1500 2000 28500 3000 3500 @ 4000 4500 2 5000
S000 Epochs

Figure 5.5: BPNN learning curve

As seen in Rjure 5.4 the backpropagation neural network that was trained to classify the
breasttumorimages was capable of achieving a mean square error of 0.01206 at epoch 4950.

It is important to mention that this error was reached in only 300 seconds.

On the other hand, table75shows a comparisoaf the FNN and BPNN performances in
terms of accurag)error reached, training time and number of maximum iterations required for
the models to convergé can be seen that the FNN achieved a better generalization capability
where it achieved an accuracy of 97.5% which is higher than that achieved by BPNN (92%).
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Table 57: Comparison of FNN and BPNN in breast cancer classification

Breast Numbel dentif | terat Error Tr ai n
types of i m rate reach ti me
(MSE) (sec

BPNN 600 92 % 4950 0.012 300
F NN 400 97. 5% 5000 0.228 20

A comparison of the developed networks employed in this work with samfierevorks is
shown in Table 8. Firstly, it is seen that the employed frained CNNs achieved high
recognition rates compared to other deep netwarks Fuzzy neurahetworks which is
obviously due to theipowerful efficiency in learning the important fatures from input
imagesthrough its rules. The fuzzy neural networks (BN&mployedwithin this work
achieved higher accuracies thatier earlier work that used a convolutional neural network
(CNN), which was built from scratcfNawazet al., 2018)Furthermore, it is important to note
that the networks gained a better generalization capability compared tmtheséuzzy and
nearest neighbors equality baseetworks used fobreast canceclassification such ak-
nearest neighborK(NN) (Aroquiaraj and Thangavel 2014) fuzzy K-nearest neighborF{
KNN) (Aroquiarajand Thangavel 2014), andfuzzy K-nearest neighbor equalitfF-KNNE)
(Aroquiaraj and Thangavel 2014) althoughsome of thesaetworksand algorithmswere

trained on a larger number of images.

Note thatsomeworksh a v emovided explicitly achieved errorand number of data used for
train and test are considered tmmparisonHence, the comparison waarried outin terms
of accuracy and the dataset us@dr results can show that applyiRgzzy neural networki®
the problem ofbreast cancedisease<lassificationis promising, in a way that similar or

confusing diseases can be recognized and correctly classified with good recognition rates.
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Table 5.8: Comparison with earlier works

Method used Dataset Accuracy
used
(Nawaz et al., CNN DDSM 94%
2018) (Heath et
al., 2001)
(Aroquiaraj KNN DDSM 91.25%
and Thangavel (Heath et
2014) al., 2001)
(Aroquiaraj F-KNN DDSM 93.4%
and Thangavel (Heath et
2014) al.,2001)
(Aroquiaraj F-KNNE DDSM 96.5%
and Thangavel (Heath et
2014) al., 2001)
Our Method BPNN DDSM 92%
(Heath et
al., 2001)
Our Method FNN DDSM 97.5%
(Heath et
al., 2001)
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CHAPTER 6
CONCLUSIONS

The design of the fuzzy neural networks for breast cancer identification system is presented.
The motivation behind this work is the deficiency of uskugzy neural system in medical
image processing and intelligent based researches especially breastidemdeation. The

stae of the art of breast cancer identification usingofcomputingtechniqueshas been
presentedThe imageprocessingechniques are used ftire acquisitionof the imageeatures

thatis for the segmentation of thieamourarea and theabtainingits important features. Seven
features that represent the texture and shape characteridtiestomourare extracted. In the
second stage, these features are fed kbl based classifier. The network is trained using
gradient @scent learning algorithm. The training process is implemented using 1€rdskl
validation After convergence, the fuzzy neural network is used for classifying the breast

i mages fAmammogramso in order to distsIingui sh
the testing stage, the recognition rate was obta@sd¥.5%. In conclusion, it was observed

that using more rules results in obtaining better accuracy of the systeswcurately
classifying unseen images. Furthermore, ilsviound that the clagsiation of breasttumour

using the extracted texture and shape features has a great effect in increasing the

generalization capability of the fuzneural system.

The seven selected shape and texture features showed good results in distinguishing the
malignancy ofthe tumour However, for future suggestions, more features can be used to
accurately define the type dfreasttumour that helps the FNN to achieve a better

generalization capability when tested on unseen images.
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APPENDIX 1
BPNN SOURCE CODE

1 Image processing
Close all
clear;
clc;
N=300;
saveData=zeros(7,300);
fork = 1:N
myFolder = 'D\N.breast’;
if ~isdir(myFolder)
errorMessage = sprintf('Error: The following folder does not arpis’,
myFolder);
uiwait(warndlg(errorMessage));
return;
end
filePattern = fullfile(myFolder, *.gif");
jpegFiles = dir(filePattern);
baseFileName = jpegFiles(k).name;
fullFileName = fullfle(myFolder, baseFileName)
fprintf(1, 'Now reading %s’', fullFileName);

[I xmap] = imread('bebreast25.gif");
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[I xmap] = imread(fullFileName);

f = ind2gray(l,xmap);

imshow(f); % Display image.

drawnow; % Force display to update immediately.
% Filteringggudhg different filterg* ¥ rrxkikirkiiik
%6%6%%6% average filterttrksrriikrttiiiktiis

i= fspecial(‘average',[3 3]);

a=imfilter(f,i);

figure, imshow(a), title(‘average filtered image’);
%pause
B L L e e
%% %% %Median filtertt  trktrkitktrittiiitkis
m=medfilt2(a);

figure, imshow(m), title(‘'median filtered image"); %%% using median
filtering

Y%pause

06%6%6%% adjust filters+trkkrtiikrtii btk
im=imadjust(f,[0 1], [1 O]); %% image adjustement, gamma =1, by
defadt....get the negative image

figure, imshow(im), title(‘adjusted image’);
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%pause

g2=imadjust(f,[0.5 0.75], [1 1]); %% image adjustement, gamma =1, by
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default..convert the intensities btw 0.5 and 0.75 to values btw 0 and 1.
% g3=im2uint8(mat2gray(log(1-edible(f)))); %%%%%logarithmic intensity
transformations

figure, imshow(g2), title(‘adjusted image #2";

%figure, imhist(f)

Y%pause

%9%%6%6%6%6%6%6%%%%%%%% %% %% %% % % %% %%

%% treshold the image

level = graythresh(g2);

bw = im2bw(g2,level);

bw = bwareaopen(bw, 50);

figure, imshow(bw),title(‘treshold image");

%pause

% Canny

S5 = edge(bw, ‘canny',0.3);

imshow(S5);title('Canny Edge Dectection [auto]’);

size(SH);

%pause

ds = bwareaopen(S5,40); %# Remove small edge objects
imshow(ds); title('ds’); %# Plot the remaining edges

%pause

%%%%Morphology technique, image erosion to erase the unwanted components

se = strel('disk’,5);
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14 = imerode(g2,se);

I5 = imopen(l4,se);

imshow(l4),title('eroded image [auto]');

%pause
%%%%%%%6%% %% % %% %% %% %% %% % %% %% % %% %ROI1 exxtraction
props = regionpragy(14);

[~,ind] = max([props.Area));

imshow(l4 == ind);

pause

% %%%%%%%%%%%%%Features Detection....GLCM

[glcm] = graycomatrix(14);

%stats = graycoprops(glcm,{'contrast’,'homogeneity','correlation’,'Energy"});
%%%%%Entropy

E = entropy(glcm);

%%%%%%%StandarDeviation

std = std2(glcm);

%%%%%%%Mean

mean = mean2(glcm);

%%%0%%%%% %% %% %% %% %% %% %% % %% %% % %% %% % %% %% %% % % %% %%
%0%%0%%%%% %% %% %% %% %% %% % %% % %% %% %% %%

props = regionprops(14, 'Area’, 'Perimeter’);
areas = [props.Area];
perims = [props.Perimeter];

Assym = [props.sym|]
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% computer circularities, and plot against areas
circularities = 4 * pi * areas ./ perims .* 2; % Dongsheng's formula
plot(areas, circularities, 'ro’)
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%%%

Roundness = 4 * pi * areas ./ perims .* 2; % Dongsheng's formula
compactness = (Perims .» 2) ./ (pi* area);
%tf=ischar(stats)

class(stats);

a=[ E; std ;mean];

b=[ Roundness compactness Assym];

¢ = num2cell(b);

Ninput=[a;c];

Format shortG

Ninput=cell2mat(Ninput)

Ninput

Close all

saveData(:,k)=Ninput;

% Ninput(:,k)=Ninput;

end

xlswrite('correctdata.si’, saveData,'sheetl’);

closeall
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1 Normalizing
%M=normalizing(a,c)
X=xlsread('dataset.xIsx’, 'sheetl");
nr = meshgrid(max(X),[1:size(X,1)]");
normdata=X./nr;
xlswrite('af.norm.xlIsx’, normdata,'sheet3’);
%%%%%%%% %% %% % %% %% %% %% %% to excel file
filename ='trainset.xIsx’;
writetable(M,filename,'Sheet',1,'Range’,'A");
close all

1 Neural Network
clearall
closeall
clc
PATTERNS =J;
dataset = xlsread('dataset2.xIsx’,'sheet4'); %database%%% inputs
PATTERNS = [dataset];
dis.out=xIsread('output.xIsx’,'sheet2"); Hutputs
% CREATING AND INITIATING THE NETWORK
netl=newff(PATTERNS,dis.out,20,{'logsig’,'logsig},'traingdx’);
netl = init(netl);
netl.LW{2,1} = netl.LW{2,1}*0.01;

%net.b{2} = net.b{2}*0.01;
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% TRAINING THE NETWORK

netl.trainParam.goal = 0.01; % Swsauaed error goal.

netl.trainParam.Ir = 0.005; % Learning Rate.

2%09%0.007......cccvvrennnnnn. 96.8%%

netl.trainParam.alpha = 0.27; %% 0.27

net.trainParam.show = 50; % Frequency of progress displays (in epochs).
netl.trainParam.epochs =10000;% Maximum numbepoths to train.
[netl,tr] = train(netl, PATTERNS,dis.out); % Normal, Benign, Malignant
actout.normal=sim(netl,PATTERNS);

actout.normal
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APPENDIX 2

FEATURES OF BENIGN AND MALIGNANT PROCESSED MAMMOGRAMS

Extracted Benign Mal i gnan
Roundnes 0.8599 0.P584
Uni f or mi 0.498 0.8189
Asymmet r | 0.9099 0.-2. 89
Compactne 0 .-2. 7 0.-11
Entropy 0. 00304 0. 301.759 3

Standard d

0.

04052386

0.

2318391

Me an

0.8654

0.96
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APPENDIX 3

SIGNIFICANT SHAPE AND TESTURE FEATURES

Symmetrical

Borders are even

One color

Smaller than 1/4
inch

ordinary mole

Benign
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Malignant

Asymmetrical
(the two sides do not
match)

Borders are uneven

Two or more colors

Larger than 1/4 inch

Changing in size, shape,
color, or another trait



APPENDIX 4

IMAGE ANALYSIS PHASE

Nor mal breast i mage undergoes all met hods of
breast i mage, (b) Grayscale i mage, (c) Filt
i mage usinng inrmeacir , ( e ) TrAedsjhuositdegde , i ntagg e ,s e(gfme nt
using canny edge detection, (h) Eroded i mage
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ariginal grayscales image average fiitared mage rrverclism R ared rmsae

e R T Canny Edge Dectection [autoa] eroded irnage [auto]

aper image [auta]

k.
Breast Cancer i mage undergoes all met hods ¢
abnor mal breastl e magage, (b)) c)Gr&yvstared i mage
Filtered i mage using medt ans hioniaigeed,, ((ge)) Adg qun
i mage using canny edge detection, (h) Eroded
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ariginal grayscale imasgs average filtered image median fliltared image

adjusted image treshold image Canny Edge Dectection [auia]

open image [auto]

Kl ©

eroded image [auto]

Benitgmnerast i mage undergoes all met hods of o

abnor mal breast i mage, ( b) Grayscale i mage,
Filtered i mage using medt ans hioniaigeed,, ((ge)) Adg qun

i mge using canny edge detection, (h) Eroded
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APPENDIX 5
CURRICULUM VITAE
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