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ABSTRACT

Recommendation systems are popularly discussed in research literature aimed at solving the
problems of information overload in a variety of contexts and application fields. When
developing such applications, there are a wide range of choices regarding what approaches,
algorithms and techniques to employ.

In this thesis I will provide a detailed analysis of different recommender systems’ techniques

(Content-based, Collaborative and Hybrid), which have been proposed in the recent literature.

Finally, evaluation methods and metrics to measure the performance of those systems will be
discussed. | will explore the properties and potentials of various metrics and protocols in
recommendation engines which will serve as a compass for conducting research and practice
in the area of recommendation engines. Furthermore, an experiment will be conducted to
measure their effectiveness on two recommendation models using precision-recall metrics

which is applied on offline public dataset.

Keywords: Evaluation; recommender systems; content-based filtering; collaborative filtering;

hybrid filtering.



OZET

Tavsiye sistemleri, popiiler olarak, g¢esitli baglamlarda ve uygulama alanlarinda asir1 bilgi
yiikii problemlerini ¢d6zmeyi amaglayan arastirma literatliriinde tartisilmaktadir. Bu tiir
uygulamalar gelistirilirken, hangi yaklagimlarin, algoritmalarin ve tekniklerin kullanilacagina

iliskin ¢ok cesitli secenekler vardir.

Bu tezde, farkli literatiirde one siiriilen farkli tavsiye sistemleri 'tekniklerinin (Igerik tabanli,

Isbirlik¢i ve Karma) tekniklerinin ayrmtili bir analizini sunacagim.

Son olarak, bu sistemlerin performansin1 6lgmek icin degerlendirme yontemleri ve dl¢limleri
tartisilacaktir. Tavsiye motorlar1 alaninda arastirma ve uygulama yapmak i¢in pusula gorevi
yapacak olan tavsiye motorlarinda g¢esitli Olgiim ve protokollerin  dzelliklerini  ve
potansiyellerini kesfedecegim. Ayrica, ¢evrimdist kamu veri setine uygulanan hassas
hatirlama Ol¢iimleri kullanarak iki Oneri modelindeki etkinligini 6l¢mek igin bir deney

yapilacaktir.

Anahtar Kelimeler: Degerlendirme; Oneri sistemleri; igerik esash filtreleme; isbirlikgi filter;
hibrit filtre.
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CHAPTER 1
INTRODUCTION

The increasing significance of the internet as a platform for electronic and business
transactions has served as a driving force for the advancement of recommendation systems
technology (Aggarwal, 2016) The field of RS was appeared first when Tapestry was
developed and implememteusing collaborative filtering byGoldberg, Nichols, Okiand

Terry, 1992)in 1992. As the RS field introduced, researchers studied the utilization of

algorithns from machine learning (ML), an area of artificial intelligence (Al).

Nowadays, RSs are applied in numerous informatiased organizations such as Google
(Liu, Dolan andPedersen, 2010 witter (Ahmed, Kanagal, Pandey, Josifovski, Pyeyad
Yuan, 2013) LinkedIn (Rodriguez, Posseand Zhang, 2012) Netflix and in the field of

software engineerin(Robillard, Walkey and Zimmermann, 2010)

Recommender system as explained (Bgshpande andarypis, 2004) is a personalized
information filtering technology used to predict whether a specific user will be interested in a
particular item or to recognize a sethitemsthat will be preferred by a caith userPrabha

and Duraisamy2016)

Stored data, input data, and algoriti{Burke, 2002)are the basic building blocks of a
recomnendation system. According {®obadilla, Ortega, Hernando, am&utiérrez, 2013)
recommendation algorithms are classified into, collabdféti ¢ OWHU LDV RAB QAMWDHNHN L ¢
DQG K\EULG ¢OWHULQJ

&ROODERUDWLY HrequieedV iHform@tidn féin the user on the item to start
recommending items to the target user. Users express their interest on the item by giving
certain level of ratinga the item i.e. according their taste. The more they like the item the
high rating they will give. So based the rating another items related to the previous item they

preferred will be offered by computing the similarity with the item. Many researchezphav
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