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ABSTRACT  
  

Diagnosis of the lung cancer, the most fatal cancer type, involves screening the patients 

initially by Computed Tomography (CT) for the presence of lung lesions, which can be 

malign or benign. However diagnosing malignancy from just CT images is not an easy 

task. In this regard functional imaging provided by the Positron Emission Tomography 

(PET) is an invaluable solution which enables non-invasive lung cancer diagnosis.  

Researchers frequently develop and test proposed improvements for the PET using robust 

simulation environments like the GATE. Since PET scanner requires several minutes to 

complete the scan of a patient, natural respiratory motion of the patient is unavoidable 

during the lung cancer imaging. This adversely affects the overall image quality, thus 

motivating researchers to establish motion correction techniques for increasing the quality 

of the images. As the first aim of this thesis, several different motion correction techniques 

(based on image reconstruction) are developed and tested using a simulated torso phantom 

(with lung lesions) in GATE simulation environment. Obtained results clearly demonstrate 

the quality improvements that the correction of the respiratory motion related artifacts 

provide.  

Additionally, radiologists need to go over large numbers of image slices manually in order 

to detect and diagnose lung lesions. This process is very time consuming and its 

performance is very dependent on the performing radiologist. Thus assisting the 

radiologists by developing an automated computer aided detection (CAD) system is an 

interesting research goal. In this regard, as the second goal of this thesis a pre-trained 

AlexNet (deep learning) framework is transferred to develop and implement a robust CAD 

system for the classification of lung images depending on whether they bear a lesion or 

not. High performances of 98.72% sensitivity, 98.35% specificity and 98.48% accuracy are 

reported as a result. 

 

Keywords: Lung Cancer; PET; Respiratory Motion Correction; CAD; Deep Learning 
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¥ZET 

 

En ºl¿mc¿l kanser tipi olan akciĵer kanserinin teĸhisi, ilk olarak bilgisayarlē tomografi 

(BT) ile malign veya benign olabilecek akciĵer lezyonlarēnēn varlēĵēnē taramayē 

iermektedir. Bununla birlikte, sadece BT gºr¿nt¿lerinden maligniteyi teĸhis etmek kolay 

bir iĸ deĵildir. Bu baĵlamda, Pozitron Emisyon Tomografisi (PET) tarafēndan saĵlanan 

fonksiyonel gºr¿nt¿leme, invaziv olmayan akciĵer kanseri teĸhisini m¿mk¿n kēlan ok 

deĵerli bir ºz¿md¿r. 

Araĸtērmacēlar, GATE gibi g¿l¿ sim¿lasyon ortamlarēnē kullanarak PET iin ºnerilen 

iyileĸtirmeleri sēklēkla geliĸtirip test etmektedirler. PET tarayēcēsēnēn bir hastanēn 

taramasēnē tamamlamasē iin birka dakika gerektiĵinden, akciĵer kanseri gºr¿nt¿lemesi 

sērasēnda hastanēn doĵal solunum hareketi kaēnēlmazdēr. Bu durum, genel gºr¿nt¿ 

kalitesini olumsuz etkileyerek, gºr¿nt¿ kalitesini iyileĸtirmek iin araĸtērmacēlarē hareket 

d¿zeltme yºntemleri geliĸtirmeye motive etmektedir. Bu tezin ilk amacē olarak, GATE 

sim¿lasyon ortamēnda sim¿le edilmiĸ bir gºvde fantomu (akciĵer lezyonlarē eklenerek) 

kullanēlarak eĸitli farklē hareket d¿zeltme teknikleri (gºr¿nt¿ rekonstr¿ksiyonu tabanlē) 

geliĸtirilmiĸ ve test edilmiĸtir. Elde edilen sonular, solunum hareketlerine baĵlē 

artifaktlarēn d¿zeltilmesinin saĵladēĵē kalite iyileĸtirmelerini aēka gºstermektedir.  

Ayrēca, radyologlar akciĵer lezyonlarēnē saptamak ve teĸhis etmek iin ok sayēda gºr¿nt¿ 

dilimini elden taramalarē gerekmektedir. Bu s¿re ok zaman alēcē olup performansē 

gerekleĸtiren radyoloĵa baĵlēdēr. Bºylece otomatik bir bilgisayar destekli algēlama (CAD) 

sistemi geliĸtirerek radyologlara yardēmcē olmak ilgin bir araĸtērma hedefidir. Bu 

baĵlamda, bu tezin ikinci amacē olarak, akciĵer gºr¿nt¿lerinin bir lezyon barēndērēp 

barēndērmadēĵē yºn¿nde sēnēflandērma yapmak ¿zere bir CAD sistemi geliĸtirmek ve 

uygulamak amacē ile ºnceden eĵitilmiĸ bir AlexNet (derin ºĵrenme) erevesi mevcut iĸe 

aktarēlmēĸtēr. Sonu olarak, % 98,72 duyarlēlēk, % 98.35 ºzg¿ll¿k ve % 98,48 hassasiyetle 

y¿ksek performanslar rapor edilmektedir. 

Anahtar Kelimeler: Akciĵer Kanseri; PET; Solunum Hareket D¿zeltme; CAD; Derin 

¥ĵrenme 
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CHAPTER 1 

INTRODUCTION  

 

Positron Emission Tomography (PET) is an established imaging technique in medicine for 

obtaining functional images of the human body. Due to its property to obtain functional 

images of the metabolic activity, PET is widely used in oncological diagnostic imaging for 

the detection of various cancerous tissues including detection and monitoring of tumors 

located in the torso region. Lung tumors are the most fatal tumor types that can be widely 

encountered in this region. Apart from oncological imaging, neurological imaging to 

diagnose disorders, cardiologic imaging to diagnose diseases and its integration as an 

imaging tool in radiation therapy planning can be considered as the other main uses of the 

PET device (Chen, 2013; Lin and Alavi, 2009; Ford et al., 2009).    

PET imaging concept is based on injecting radioactive tracers to the patient. These radio-

tracers release positrons which annihilate with the electrons of the tissues to generate two 

back to back gamma photons which can be detected by the specialized detectors of the 

PET device to generate diagnostic images using advanced image reconstruction 

algorithms. Since radiolabeled tracer molecules are coupled with molecules, like sugars, 

that can easily accumulate in metabolically active tissues, the detection of those released 

photons is used to estimate the metabolic activity of the tissues, providing a competent 

imaging tool for functional body imaging (Nehmeh et al., 2002).   

Most commonly used radiotracer in oncological PET imaging is 
18

F-fluorodeoxyglucose 

(
18

F-FDG). 
18

F-FDG is transported into the cells of the patient by the glucose metabolism 

thus enabling it to be used in imaging of the glucose metabolic activity of the patient in 

PET imaging. Since cells in cancer tissues divide and grow far more rapidly than normal 

body cells, they require higher glucose metabolic activity to provide the necessary energy 

in the process. Thus PET images using 
18

F-FDG radiotracers provide to be a powerful tool 

in imaging and locating cancer cells.  Apart from 
18

F-FDG, some other used PET 

radiotracers and their corresponding involved biological processes can be seen in Table 

1.1. 
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Table 1.1: PET radiotracers used in medicine and their corresponding involved biological 

        processes 

Name of the tracer Involved biological process 

18
F-FDG Glucose metabolism 

18
FMISO Hypoxia 

11
C-methionine Cellular amino acid uptake 

H2
15

O Blood flow 

18
F-dopa Dopamine storage 

 

Due to its design and concept, the powerful functional imaging capability of the PET 

device comes along with its poor spatial resolution and structural imaging capability with 

respect to more conventional medical imaging techniques such as Computed Tomography 

(CT) and Magnetic Resonance Imaging (MRI) devices. While these conventional imaging 

modalities lack PET`s functional metabolic imaging properties, they can provide detailed 

high resolution images of the anatomical structures within the patientôs body. Using these 

highly detailed structural images to precisely locate the anatomical positions of the high 

metabolic activities, such as tumors, was the main driving force behind the recent 

development of the hybrid functional-structural imaging modalities.     

PET/CT and PET/MRI (as seen in Figure 1.1) are two of these hybrid devices that are used 

in tumor imaging. PET/CT uses the high quality, high resolution structural hard tissue (like 

bones and ligaments) imaging capabilities of CT device to precisely localize high 

metabolic activities. In contrast, PET/MRI uses the high quality, high resolution structural 

soft tissue (like muscles, brain tissue, lung tissue etc.) imaging capabilities of the MRI 

device. Due these powerful hybrid imaging capabilities PET/CT and PET/MRI devices 

currently can be considered as the state of the art for detection, localization and diagnosis 

of the cancerous tissues in oncological imaging. Instead of using PET, CT or MRI alone, 

using these hybrid devices for cancer diagnosis provides far more better diagnostic 

accuracy (Antoch et al., 2003). Main drawbacks of these devices are their very high cost 

and very rare availability when compared to other medical imaging modalities. Rarity of 

these devices (only 1 PET/CT device was available in North Cyprus as the time of writing,  
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Figure 1.1: a) CT scan, b) MRI scan of lung tumors marked by arrows. Bottom row shows 

         the corresponding c) PET/CT and d) PET/MRI scans (Appenzeller et al, 2013)  

 

while there were none PET/MRI devices) creates the need for the development and use of 

powerful simulators, for the scientists to work on and develop new methods to improve the 

imaging modality. 

 

1.1 Lung Cancer and PET  

 

Lung cancer can be considered as the deadliest cancer type in the world. World Health 

Organization (WHO) reported 1.690.000 deaths from lung cancer in year 2015. This 

number is believed to increase to around 2.280.000 deaths by 2030 

(http://www.who.int/healthinfo/global_burden_disease/projections2002/en/ Retrieved 10 

February, 2017). In USA smoking tobacco products are the main reason behind lung 

cancer with 90 percent of whole cases (Alberg et al., 2007). Exposure to polluted air and 

genetics can be considered as other factors. Early diagnostics play a very important role in 

the survival rates of the lung cancer patients, so precise detection of the lung tumors by 

using state of the art PET/CT or PET/MRI devices that implement the best quality, best 

resolution imaging is very crucial.  

 

http://www.who.int/healthinfo/global_burden_disease/projections2002/en/
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              Figure 1.2: Microscopic images of SCLC (left) and NSCLC (right) 

(https://www.onhealth.com/content/1/lung_cancer Retrieved 7 

February, 2018) 

 

Small cell lung cancer (SCLC) and non-small cell lung cancer (NSCLC) can be considered 

as the two main types of lung cancer (see Figure 1.2). NSCLC is the most common type 

but it is less aggressive, spreading to other tissues and organs far more slowly than the less 

common SCLC. In SCLC, cancer cells are very small when observed under microscope 

and they are derived from epithelial cells to become solid tumors.  On the other hand in 

NSCLC, the cells are bigger when compared and they are also derived from epithelial cells 

to become solid tumors. NSCLC can be further divided into squamous cell carcinoma, 

adenocarcinoma and large cell carcinoma subtypes. Most common indications of lung 

cancer can be considered as chest pain, loss of weight, coughing up blood and chronic 

coughing. Although cancer cells from other organs can also spread to the lungs as 

metastases, generally they are not classified as lung cancer. Some common lung metastases 

are breast cancer, prostate cancer, bladder cancer and colon cancer.  

Apart from the type, the stages, which is basically the scale that shows how much the 

cancer has spread in the body, of the lung cancer is also important. SCLC can be 

distinguished into two main stages. In its limited stage, cancer cells are limited to the one 

side of lungs or lymph nodes near the lungs. Where, in its extensive stage cancer cells are 

spread to both lungs, to lymph nodes on the other side and even to other parts of the body. 

Different from SCLC, NSCLC can be distinguished into six stages. In its ñoccult stageò,  

https://www.onhealth.com/content/1/lung_cancer
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Table 1.2: Survival rates of the patients with NSCLC with different stages of the disease. 

       Table adapted from (Mountain, 1997). 

Stage of the disease Survival rate in percentage after 5 years 

of treatment 

I %61 

IIA  %34 

IIB  %24 

IIIA  %13 

IIIB  %5 

IV  %1 

 

tumor location cannot be identified and the cancers cells can only be detected in a sputum 

cytology exam. In ñstage 0ò, cancer cells can be detected in the top layers of air passages. 

In ñstage Iò a non-spread small tumor can be detected. ñStage IIò follows the stage I, where 

the tumor size increases and it spread to lymph nodes near the lungs. In ñstage IIIò cancer 

has spread to the same side of the chest where it has started or to the opposite side of the 

chest or above the collar bone. Finally, in its most advanced ñstage IVò, lung cancer has 

spread to the both sides of the lung, it can be detected in the fluid surrounding the lungs or 

it can be discovered in the fluid surrounding the heart. Stages II and III are also divided 

into two subclasses. Table 1.2 shows how the survival rate decreases dramatically in 

NSCLC patients when the cancer stage increases. This clearly indicates the importance of 

the early diagnosis of the lung cancer where PET imaging plays a crucial role. 

As for the treatment options; for early stages surgery is usually the first option, sometimes 

followed by chemotherapy and radiotherapy. For advanced stages chemotherapy is the 

main option sometimes followed by radiotherapy and may be surgery. Combination of all 

these methods can be used together throughout the treatment. Patientôs condition and 

doctors directions play an important role in the determination of the treatment options.   

In hospital environment, when scanning for lung cancer, the first step for the patient is to 

undertake conventional x-ray radiography or a more advanced CT scan. As a result of 

these scans, abnormalities in the lungs, i.e. lesions can be detected.  If the detected lesion is 
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smaller than 3cm it is generally identified as a nodule. If it is larger, it is generally 

identified as a mass. Detection of a lesion is not always an indication of a cancer. Other 

diseases like tuberculosis, inflammation of the lungs and pneumonia can also lead to the 

formation of lesions in the lungs. In this regard proper diagnosis of the malignancy is of 

great importance. Even though some morphological properties of the lesions observed 

under conventional radiograph or CT scan can be useful to assess the malignancy of the 

detected lesions, usually these properties alone are not sufficient enough to diagnose the 

malignancy accurately (Erasmus et al., 2000). Invasive methods like biopsies or 

thoracoscopic surgeries can be undertaken to carry out the diagnosis more accurately 

(Rohren et al., 2004). Disadvantages of such procedures are that invasive procedures carry 

high risks and complications. So, because of these disadvantages, if these invasive methods 

are skipped by the doctor, standard clinical routine involves follow-up conventional 

radiographs or CT scans over a course of 3 to 6 months to carry out radiological 

assessment to diagnose malignancy of the lesion through its growth. 

Since malignant lesions have an increased glucose metabolism when compared to benign 

lesions, 
18

F-FDG PET scans have the ability to detect and diagnose malignant lesions early 

on without the risks and potential complications of the invasive methods. Because of this 

increased glucose metabolism, lung cancer cells accumulate 
18

F-FDG, annihilating more 

electrons in the cancerous tissue, which are in turn detected by the PET detectors and thus 

creating bright areas on the PET images (see Figure 1.3). When coupled with the precise 

structural imaging provided by CT or MRI, PET scans provide clinicians with an effective 

non-invasive method for early detection, localization and evaluation of lung lesions (Beyer 

et al., 2000). This effective early diagnosis allows the patient to start treatments earlier, 

providing more treatment options and increasing survival rate dramatically.  

Standardized uptake value (SUV) is the standard measurement for the PET images and it is 

calculated as follows: 

  

  ὛὟὠ
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Figure 1.3: Lung cancer appears as a bright area on the 
18

F-FDG PET scan, indicating a 

          high metabolic area (Mahowald et al., 2015)   

 

To distinguish lung cancer in PET images a SUV level of 2.5 is used. If SUV value is 

above 2.5 a lung lesions can be considered as malignant, i.e. cancerous. If it is below 2.5 it 

can be considered as benign. Although this is true, sometimes partial volume effects (PVE) 

in the image can cause miss diagnoses specifically for small lesions. In those cases, a small 

lung lesion with a SUV value below 2.5 can also be a malignant lesion. So, effective use of 

this measurement method along with the correct image reconstruction method is necessary 

for proper diagnosis.  

Because of the small size of lung tumors and the low spatial resolution nature of the PET 

images there is always a risk of faulty diagnosis. Thus, improving PET image quality is 

one of the main research areas in the field. One of the main reasons of poor PET image 

quality in pulmonary PET imaging is the patientôs natural motion, such as breathing and 

heart beating, during the scan. During a whole body PET scan, which last about 15 to 30 

minutes, it is not possible to prevent involuntary and sometimes voluntary motion of the 

patient. While voluntary motions can be classified as the slight movements of the body, 

limbs or the head, mostly the patient carries in order to relieve pain or pressure during the 

scan, involuntary motions are the motions that the patient cannot control directly, such as 

periodic movement of the organs during natural cycles like breathing and heart beating.  

Because of these motions, the position of the organs can change by several centimeters  
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                  a) CT                                                                   b) PET  

          Figure 1.4: Artifacts due to the movement of the liver during respiration      

 (Townsend, 2008)  

 

 

 

        a) Standard PET                                            b) Respiratory gated PET  

          Figure 1.5: a) PET scan with the almost non-visible blurred lesion (arrow) due to 

      respiratory motion; b) Respiratory gated PET scan to eliminate  

      respiratory motion blur effect. Arrow points the clearly detectable small   

      tumor (http://depts.washington.edu/imreslab/currentResearch.html      

      Retrieved 7 February, 2018) 

http://depts.washington.edu/imreslab/currentResearch.html
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during the acquisition (see Figure 1.4). Variation in the positions of the organs during the 

scan leads to some spread of the radioactive activity in the field of view of the device over 

an area proportional to the magnitude of the motion, worsening the reconstructed PET 

image quality and causing motion blur in the images (see Figure 1.5.a ). In the special case 

of PET imaging for lung cancer diagnosis, eliminating the respiratory motion during 

breathing is the biggest challenge. As a result of the respiratory motion, several adverse 

effects are imposed on the lung PET images, thus creating an adverse impact on 

consequent clinical diagnosis. Blurring of the images, degradation of the spatial resolution 

and problems in attenuation correction of PET can be considered as the main effects. Due 

to these, reduction in lesion intensity and overestimation of lesion size can be observed 

(Devaraj, Cook and Hansell, 2007; Erdi et al., 2004)     

Therefore, important efforts were taken by the researchers to solve the natural motion 

problem during lung PET acquisitions to improve the overall quality of the cancer 

diagnosis (see Figure 1.5.b). When carrying out research for eliminating natural motion 

based artifacts, one important point to consider is to reduce the exposure of patients to 

radioactivity which can result from the repeated intake of radioactive tracers during the 

repeated scans undertaken that are necessary for the development and testing of new 

methods. Use of powerful PET scan simulators to develop and test motion compensation 

techniques is an effective approach in this regard.  

 

1.2 Respiratory Motion Correction 
 

During the natural inspiration and expiration, physical volume of the thoracic space 

changes. This volume change causes the positions of most organs found in the torso region, 

such as lungs, liver, spleen, pancreas, kidneys, prostate and even the heart to move and 

shift their locations along with possible pathologies inside those organs. Generally 

respiration is periodic but in inspiration and expiration phases, the affected organs does not 

follow a similar path.  

When a PET acquisition is performed, these natural respiratory motions of the organs 

degrade the image quality and have an adverse effect on acquired data quantification. This 

is an important situation which can lead to faulty clinical diagnoses because of the 
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introduced blurring effect and the reduction of the reconstructed images` contrast levels 

along with the measurement errors in radioactivity concentration (Yu et al., 2016). 

Various techniques can be applied for correcting respiratory motion artifacts (Rahmin et 

al., 2007). Of these techniques, an accepted approach is gating. In gating technique, an 

external device is coupled with the PET for the registration of the respiratory motion 

phases in the imaged organ; then the signal obtained from this device is used divide the 

PET emission data into partitions that are synchronized with the various parts of the 

respiratory cycle (McClelland et al., 2013).  Even though gating is an accepted approach it 

usually generates images with low signal-to-noise ratio (SNR) (Li et al., 2006) and 

separate devices like spirometers, chest belts with pressure sensors and optical systems for 

tracking body position  are usually necessary for recording motion of the patient during 

respiration. Instead, other techniques that rely on data driven methods can also be used for 

providing motion characterization. After models regarding the respiratory motion are 

obtained, image-based registration (Fulton et al., 2002) or motion-compensated image 

reconstruction (Lamare et al., 2007) is used for correcting respiratory motion. 

Common motion characterization techniques currently used in the field can be grouped as 

PET-derived techniques, MRI-based techniques and joint-prediction techniques (Catana, 

2015). These techniques involve obtaining motion fields which give information about the 

locations of the organs throughout the different respiratory phases.  

PET-derived techniques involve deriving the motion fields directly from the PET images. 

In these methods optical flow algorithms are implemented in which the respiratory cycle is 

separated into several phases and the transformations between the corresponding PET 

images at each cycle phase are predicted. Intensities of the image pixels after the motion 

are related to the optical flows (velocities) in each direction along with the variations in 

pixel intensities in the corresponding directions for carrying out the prediction (Dawood et 

al., 2008). Motion fields can also be obtained using B-spline deformable registration 

instead of using the optical flow technique (Bai and Brady, 2009).  

In the recent years, a hybrid configuration of the PET device, the PET/MRI become more 

available for clinical use and researches developed various MRI-based motion 

characterization techniques along with it (Dutta et al., 2014). These techniques range from 
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simple methods like generating respiratory motion models from repeated 2D MR image 

acquisitions over several respiratory cycles (Wurslin et al., 2013) or using 3D self-gated 

radial MRI gradient echo sequences (Grimm et al., 2013) to more complex methods like 

tagged MRI, phase contrast MRI and pulse field gradient methods (Ozturk et al., 2003). 

Additionally, in MRI-based methods the disadvantage of the PET/CT in terms of the 

imposed extra radiation dose by its CT component is eliminated with the ionizing-radiation 

free imaging capabilities of the MRI. 

Also the information gathered from both PET and MRI can be combined for implementing 

the motion characterization. While PET presents the respiratory surrogate signal for the 

motion model by applying principal component analysis (PCA), 2D multi-slice MRI 

presents the imaging input of the model (Manber et al., 2016). 

After motion characterization is completed, one of the pre-reconstruction, reconstruction or 

post-reconstruction techniques can be implemented for carrying out the respiratory motion 

correction of the PET image data. Pre-reconstruction methods involve compensating the 

respiratory motion before reconstructing the images from the raw PET data. For example, 

each detected event in a pair of detectors is reassigned to another pair of detectors based on 

the derived motion fields (Livieratos et al., 2005). Differently, in reconstruction based 

motion compensation techniques the obtained motion model is incorporated in to the 

reconstruction algorithm to modify the PET system matrix directly. Examples exist for 

common reconstruction algorithms; list-mode maximum likelihood expectation 

maximization (MLEM) algorithm (Guerin et al., 2011) or list-mode ordered-subsets 

expectation maximization (OSEM) algorithm (Chun et al., 2012). In these techniques, a 

motion-warping operator is interpolated from the motion fields and used for modifying the 

original system matrix. Since all the detected events by the PET are counted in these 

methods, they produce images with improved image quality when compared to the 

conventional gating techniques. Thus they can be considered as an ideal approach. 

Moreover, simultaneous image reconstruction and motion characterization (which reduce 

the motion blur and increases the SNR) can be implemented for further improved image 

quality (Blume et al., 2010). Post-reconstruction techniques are another alternative for the 

respiratory motion compensation. Motion fields obtained either from PET or MRI can be 
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used to co-register the already reconstructed images at various phases of the respiratory 

cycle to a common reference frame (Wurslin et al., 2013; Lamare et al., 2014).            

 

1.3 Computer Aided Tumor Detection  

 

In addition to the aforementioned important roles of PET imaging in lung cancer diagnosis, 

one other main application area of PET imaging is in planning for lung cancer radiation 

therapy (Feng et al., 2009). During radiation therapy to treat cancerous lung tumors, 

implementation of advanced techniques like, image guided radiation therapy (IGRT), 3D 

conformal radiotherapy (3DRT), intensity-modulated radiation therapy (IMRT) and 

computer assisted 3D planning is of great importance. Implementation of such techniques 

guides radiation therapy devices, such as medical linear accelerators (LINACS), to focus 

destructive high radiation dose only to the unwanted tumor tissue while keeping the 

damage to healthy tissues at minimal levels (MacManus et al, 2009).  In order to achieve 

this with high precision, very accurate detection and segmentation of the lung tumor tissue 

from the surrounding tissues is very important. With accurate segmentation, radiation 

therapy device can focus high radiation dose to the segmented tumor region, destroying 

cancer cells without causing unwanted harm to the surrounding cells of the healthy tissues.     

Before the widespread of PET devices in hospitals, structural imaging devices, like CT and 

MRI, were mainly used to detect and segment the anatomical perimeters of the lung 

tumors. With PET becoming more common, it is combined with structural methods to 

provide additional functional information to improve the segmentation of the lung tumors 

from surrounding tissues. Functional information provided by the PET allows the 

segmentation of the functional perimeters of the tumor, providing accurate information 

about the active parts of the tumors. With this addition, clinicians can segment tumors, 

evaluate treatment responses and predict survivals with far more precision (Erdi et al., 

2002).    

In common clinical routine, detection and segmentation of lung tumors is carried out by 

clinicians, mainly radiologists, manually or semi-automatically. First, doctor goes over 

series of PET/CT or PET/MRI images of the patient slice by slice to accurately detect the 

presence and the location of the lung lesions. Then proper diagnosis is carried out based on 
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the prior knowledge of the doctor and sometimes the additional information provided by 

other pathological examinations. After lung tumors are detected and diagnosed, clinician 

either manually delineates the tumor boundaries, i.e. manually draws the tumor regions 

carefully, or guides the semi-automatic systems of the imaging or therapy modalities to 

obtain the segmented tumor. Obtained results are manually annotated and presented. This 

procedure is far more same in most of the other medical pathological image segmentation 

tasks, like brain tumor segmentation and so on.  

Clinicianôs manual involvement in these procedures means they are time consuming, 

subjective i.e. radiologist dependent, and highly dependent on prior knowledge, expertise 

and manual-visual capabilities of the clinician performing the procedure. In this regard, 

results of such manual segmentations are subject to errors and large intra and inter rater 

variability. Because of these concerns, development of robust computer aided automatic 

tumor detection and segmentation methods i.e. computer aided detection (CAD) systems, 

to provide efficient and objective detection and segmentation results, became a very 

interesting and popular research area in all of medical imaging fields in the recent years 

(Iĸēn et al., 2016). 

In lung cancer detection and segmentation, manual segmentation can be far more 

challenging for the clinician. Small lung lesions can cover areas as small as 2 or 3 voxel 

diameter on the images. Also their contrast levels can be very insignificant when compared 

to the contrast levels of the surrounding tissues (see Figure 1.6). These make visual 

detection and manual delineation by the clinician a very tough process, resulting in missed 

tumors during detection. Therefore, automatic detection provides invaluable assistance to 

the clinicians for accurately reading and analyzing oncological images, thus ensuring 

excellence in diagnosis and treatment of lung cancer.       

In fully automatic tumor detection and segmentation techniques, no user interaction is 

required. Mainly, almost all well-known image processing techniques along with machine 

learning and artificial intelligence methods can be implemented to carry out the automatic 

detection and segmentations. Even in some methods prior knowledge is combined to solve 

the problem. Automatic detection and segmentation methods can be mainly classified as 

discriminative or generative methods (Iĸēn et al., 2016). 
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    a) Tumor on top of the right lung           b) Tumor at the bottom of the right lung 

         

     c) An example automatic tumor segmentation 

Figure 1.6: a) & b) PET images of an 8mm lung lesion at different locations of the lung. 

Arrows show lesion locations. Due to small size and insignificant contrast these 

lesions can be easily missed by the radiologist during manual/visual inspection. 

c) An example CAD system, representing segmentation performance of different 

techniques (http://medicalphysicsweb.org/cws/article/research/50874 Retrieved 

7 February, 2018)    

 

Discriminative methods require ground truth data to learn the relationship between input 

images containing the tumors with the ground truth to carry out decisions. Generally these 

methods involve extracting features from the images using different image processing 

techniques.  

Deciding which features to use is of great importance in these techniques. In most cases 

final decision is made by using supervised machine learning techniques which, in order to 

perform well, require large image datasets with accurate ground truth data. In contrast, 

generative methods require prior knowledge, such as location and spatial extent of healthy 

tissues to generate probabilistic models, which carry out the final segmentation. Prior 

obtained maps of healthy tissues are implemented to segment the unknown tumors areas.  

http://medicalphysicsweb.org/cws/article/research/50874
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            Figure 1.7: Example of a common processing pipeline for tumor detection and     

             segmentation 

 

Developing suitable probabilistic models by using prior knowledge is however a 

complicated task.  

In application, almost all discriminative methods employ a similar process, named as a 

processing pipeline (see Figure 1.7). Typical processing pipeline for tumor detection and 

segmentation starts with pre-processing followed by feature extraction, classification and 

post-processing procedures.  

In the first step of pre-processing, filtering operation to remove possible noises from the 

images and operations like intensity bias corrections can be carried out. In feature 

extraction step, most of the well-known and common image processing techniques can be 

implemented to extract different features to define the differences in target tumor tissues 

and healthy normal tissues. Many different features including, asymmetry-related features, 

contrast levels, intensity gradients, size information, first order statistical features, raw 

intensities, local image textures and edge based features can be extracted from the images 

for both healthy and tumor tissues, which is used to make a classification in the next step. 

In classification step, different types of classifiers like, artificial neural networks (ANN), k-

nearest neighbor classifiers (kNN), self-organizing maps (SOM), support vector machines 

(SVM) and random forests (RFs) are implemented to make the decision of assigning an 

image pixel either to healthy tissue class or to tumor tissue class. Some applications require 

the results of the previous steps to be refined to increase overall detection and 

pre-
processing 

feature 
extraction 

classification 
post-

processing 
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segmentation performance. Techniques like conditional random fields (CRF) and 

connected components (CC) are used to carry out this post-processing (Iĸēn et al., 2016).  

Despite the aforementioned CAD methods for tumor detection and segmentation were very 

common and successful in previous years; an emerging technique of deep learning began 

to replace them in the recent years. As the main deep learning method, convolutional 

neural networks (CNN) obtained state-of-the-art performances in many of the well-known 

object recognition challenges (Krizhevsky et al., 2012). These marginal performances 

allowed deep learning methods to become highly recognized also in the field of medical 

image processing. In previous research, by obtaining record performances, application of 

the deep learning methods to the most complex medical tumor detection and segmentation 

tasks proved to be very effective (Iĸēn et al., 2016). The main advantage of CNNs is that, 

due to their very deep, i.e. many in number, computational layers, they learn highly 

representative complex features directly from the input images given to them. Oppositely, 

in traditional automatic classification applications, features representing the differences in 

tissue classes need to be extracted by hand using the aforementioned image processing 

techniques. Extracting highly representative features from the input images to be used for 

the classifier has the most powerful effect on the performance of computerized tumor 

detection and segmentation applications. However, handcrafting these features requires 

high skill and knowledge. It is also very time-consuming, involving most of the work and 

generally selected features are not robust with respect to the variations in the image data. 

Since CNNs automatically learn these complex representative features, the burden of 

feature handcrafting is eliminated and the performance of the classification is greatly 

enhanced. As a result of this, instead of trying to develop better image processing 

techniques for better feature extraction, current research on developing CNN based 

techniques for tumor detection and segmentation greatly focuses on designing new and 

better network architectures. Figure 1.8 illustrates an example deep learning architecture 

for tumor detection. 

Despite its clear improvements over traditional methods, implementing deep learning 

techniques also have some hassles. Training a deep convolutional neural network requires 

very large annotated training image dataset for improving performance by increasing the 

number of convolutional layers. Also, increasing the network depth increases the  
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Figure 1.8: Example deep learning architecture for brain tumor detection (Havaei et al., 

2017) 

 

computational cost due to an increase in the complex operations carried out in the deep 

convolutional layers. In this regard, designing and training deep convolutional neural 

networks require powerful GPU powered computers, and even in some cases GPU 

powered super computers. Scarcity of PET, PET/CT and PET/MRI modalities makes the 

availability of such large annotated image databases even a more difficult task. 

An adaptation of deep learning, namely transfer learning (and its variation transfer learning 

with fine tuning) (Tajbakhsh et al., 2016) presents an effective solution for this problem. In 

conditions where limited training image data, not enough machine learning expertise and 

limited computational resources are available, researchers can use transfer learning as an 

efficient deep learning application. Basically, transfer learning means that, a pre-trained 

deep learning system is imported to be used as an efficient feature extractor for the desired 

application in question (Iĸēn and Ozdalili, 2017). To be more explanative, a deep learning 

framework, such as a convolutional neural network, that is previously trained on a large 

annotated general image dataset (does not need to be medical) where it has obtained high 

performance can be imported for a medical imaging application like lung cancer 

classification. This imported pre-trained CNN can be used as an automatic feature 

extractor for extracting highly representative features from the PET lung cancer images. 

Automatically extracted features are then delivered as an input into a more conventional, 

computationally more cost effective and easier to implement classifier for carrying out the 

final classification between normal healthy and cancerous tissues. One step further, one or 

more convolutional layers of this pre-trained network can be trained again, i.e. fine-tuned, 
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with the PET lung cancer image data in question. This method is then called transfer 

learning with fine tuning. 

Implementation of such transfer learning technique to detect and segment lung cancers in 

PET images is feasible for developing a robust and efficient lung cancer CAD system to 

provide precise and objective segmentations for radiation therapy planning and to provide 

automatic diagnosis assistance to the clinicians. With this achievement, tough process of 

visual detection and manual delineation of the lung tumors by the clinicians, which can 

result in missed tumors, can be assisted by the automatic detection system which in turn 

provides invaluable assistance to the clinicians for accurately reading and analyzing 

oncological images, thus ensuring excellence in diagnosis and treatment of lung cancer.   

Most of the previous research for developing such CAD systems using PET images for 

lung tumor detection relies on private PET data acquired directly from patients in clinics 

and the ground truths are prepared manually by expert radiologists in that institutions 

(Wang et al., 2017; Hanzouli-Ben et al., 2017; Kopriva et al., 2017). Unfortunately, at the 

time of application there were no publicly available PET lung cancer image databases with 

extensive ground truth present that could be used in the proposed transferred deep learning 

based CAD system. Due to there is only one PET/CT device available in North Cyprus and 

getting the acquired images evaluated by expert radiologist would be costly and would 

require so much time, the option of creating our own database was not available to us in 

this study. Using simulation data is another option but that would be not representative 

enough for the observable variations in real clinical cases and also would require expert 

annotations and delineations. In this regard, to develop a CAD system for detecting lung 

cancer, we decided to use lung CT databases already available with expert annotations. 

However, since CT lacks the functional metabolic activity information, which can be 

provided by the PET, detecting and deciding about the pathology of lung lesions with 

automated systems by only using lung CT images is a very difficult task and most of the 

time not possible (Baker et al., 2017). Although, morphological information of the lesions 

detected in CT images can give the radiologists hints about the pathology, further 

pathological analysis, as mentioned previously, and/or motorization of the development of 

the lesion with follow-up scans over a long period of time is required to achieve accurate 

diagnosis. So instead, detecting lung lesions/nodules without diving into pathology is a 
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more feasible task. At a later stage, with the availability of public PET databases or with 

the development of our private database, functional information of the PET can be 

incorporated to the system to give additional diagnosis assistance on that detected lung 

lesions.   

  

1.4 Contributions 

 

In this thesis the following contributions are made: 

¶ Simulation of a PET/MRI device is performed in GATE environment using a 

computerized lung lesion induced XCAT phantom. 

¶ Several motion correction methods are developed, incorporated into OSEM 

reconstruction algorithm and tested in the GATE simulation environment for the 

compensation of respiratory motion artifacts in PET images for lung cancer 

imaging.  

¶ AlexNet deep learning framework is transferred into the medical imaging task of 

lung lesion detection. 

¶ Transferred AlexNet is used as an automatic hierarchical feature extractor for 

extracting features from lung CT images. 

¶ Two other non-deep learning based feature extraction methods are developed for 

comparing transferred deep learning method. 

¶ Developed feature extraction methods are used in the development of a high 

performing CAD system for the detection of lung lesions from lung CT images.  

   

 
 

  



 
 

20 
 

CHAPTER 2 

THEORETICAL  BACKGROUND  

 

This chapter presents the detailed technical background on the main imaging modalities 

used for lung cancer imaging. Technical details of deep learning methods for CAD system 

development are also introduced. 

Imaging modalities used in medicine can be classified as the devices that provide structural 

information or functional information or hybrid devices which provide both types of 

information. Devices that give images of anatomical structures inside the body are: x-ray 

radiography, CT and MRI. PET provides functional information about the metabolic 

activities inside the patientôs body where hybrid devices like PET/CT and PET MRI 

combines both structural and functional imaging. 

 

2.1 Conventional X-Ray Radiography 

 

Conventional X-ray radiography is based on the principle that, when they delivered X-rays 

can penetrate through the human body. While they penetrate through the human body they 

lose some of their energy, i.e. attenuate, due to interactions with the tissue material. 

Attenuation properties of the different types of tissues are different from each other. This is 

mainly due to their density properties. Hard tissues like bones attenuate the most, while air 

and fluids inside the body attenuate the least. This allows the intensity differences of the x-

rays after penetration and attenuation through the body to be mapped on plain fluorescent 

films or on digital detectors creating the x-ray image (Bettinardi et al., 2002). Since less 

attenuation means the passed through x-ray has more energy, air and fluids appear darker 

on the x-ray image. High energy x-ray ñburnsò the film, turning it to darker tone. In 

contrast, bones and other calcified structures allow less x-ray energy to pass through them, 

in turn appearing white and well defined on the film. Low energy x-ray cannot ñburnò the 

film leaving it white. Soft tissues, which have medium attenuation properties, appear grey 

on the x-ray image. Fat tissue is an exception, which appears little darker. See Figure 2.1 

for an example X-ray image.  
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Figure 2.1: An example chest x-ray image (https://radiopaedia.org/cases/normal-chest-x-

ray Retrieved 10 February, 2018) 

 

Due to these properties, x-ray radiography is mainly used for imaging bones for the 

purpose of detecting fractures. Abdominal scans and scanning chest for lung cancer and 

pneumonia detection are among other common uses.  

Generally, x-ray radiographs are taken along a defined projection angle which maps the x-

ray attenuation through the body. Three projection angles of posteroanterior (PA), 

anteroposterior (AP) and lateral scans are commonly used for chest scans. Conventionally, 

x-ray images are recorded using fluorescent films. These films require processing by 

liquids in film baths before image can be formed. However, in modern radiography, digital 

electronic detectors are used to detect the incoming x-rays and turn them into electrical 

signals, where output signal level of each detector element is directly proportional to the x-

ray energy incoming to that particular detector element. Digital images can easily be 

processed, stored and viewed by computers without the need for external processing.    

Conventional x-ray radiography of the chest is a low cost, easy to perform and very quick 

imaging technique. Typical scans rarely lasts longer than 10 minutes and does not require 

extensive preparations of the patient. Because of these advantages it is generally preferred 

as an initial examination for the medical diagnostic procedures. However due to low soft 

tissue contrast and not including three dimensional information (image is presented as one 

slice of information on two dimensional plane from the chosen projection angle), proper 

evaluation is difficult and further scans using more advanced imaging modalities are 

usually required for precise diagnostics (Armstrong et al., 2010). It should also be noted 

that, x-rays used in radiography imaging are classified as ionizing radiation. So frequent or 

https://radiopaedia.org/cases/normal-chest-x-ray
https://radiopaedia.org/cases/normal-chest-x-ray
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lengthy exposures to x-rays are dangerous for the health and can increase the risk of cancer 

for the undertaking patients. Especially pregnant women are not recommended to 

undertake x-ray scans of any form.     

Conventional x-ray radiography is performed using an x-ray device. While there are many 

different adaptations, like fluoroscopy devices, dental x-rays, mammography devices, 

angiography devices and so on, main components and working principles are far more 

similar.  

The x-ray device is made up from four main components; the x-ray tube, the high voltage 

generator and film or flat panel detector. All of these components play important roles 

during the generation of x-rays delivered to the patient and during the formation of the 

final x-ray radiograph. 

 

2.1.1 X-ray tube 

 

In order for the x-ray device to generate medical images, an x-ray source with the 

following properties is required; it should produce necessary x-rays in short exposure time, 

it should allow user to vary the x-ray energy, it should produce x-rays in a reproducible 

way and it should be safe and cost effective. Despite there are other practical x-ray sources 

like radioactive isotopes, nuclear reactions such as fission and fusion and particle 

accelerators, only x-ray tubes (which are special purpose particle accelerators) meet all the 

aforementioned requirements.     

In medical x-ray tubes there are two main parts. A cathode (negatively charged), which 

houses the filament that produces the free electrons, and an anode (positively charged) 

target where the free electrons are accelerated towards to generate x-rays.  

During operation, cathode filament that is made from tungsten material is heated with an 

electric current, called the filament current, which causes electrons to be emitted from the 

filaments surface. Amount of electrons emitted is directly related to the amount of filament 

current applied. When very high positive voltage is applied to the anode with respect to the 

cathode (called the tube voltage), free electrons accumulated around the filament surface 
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are accelerated towards the anode target, producing a current inside the tube which is 

called the tube current. 

Anode part of the device is a metal target electrode for the accelerated electrons to hit and 

it is kept at a positive voltage relative to the cathode. Accelerated electrons of the tube 

current hit the anode material, depositing most of their energy as heat. Small fraction of the 

remaining energy is emitted as x-rays which is directed and focused towards the patient.  

The relationship between the tube and the filament current is directly dependent upon the 

tube voltage. The user can adjust the tube voltage and the filament current to generate 

desired x-ray energy levels for the desired medical imaging application.  

 

2.1.2 High voltage generator 

 

The main function of the high voltage generator is to generate and deliver current at a high 

voltage to the x-ray tube for the generation of the tube voltage. Due to electrical power 

available in hospital can be around 480 Volts at maximum, which way lower than up to 

150.000 Volts required by the x-ray tube to accelerate electrons, high voltage generator is 

used to step up low input voltage into the required high voltage by using transformers.  

Another property of the high voltage generator is that it converts alternating current 

produced by the transformers into direct current. The reason for this conversion is that x-

ray tube operates with a direct current. If an alternating current is applied to the tube, back 

propagation of the electrons could occur during the part of the alternating current cycle 

when the cathode is positive and anode is negative. If anode is very hot at that stage, 

electrons can be released from the anode surface and accelerated towards the filament, 

which can destroy the filament causing the x-ray tube to malfunction. High voltage 

generator uses rectifier circuits, made up from diodes, to convert alternating current into 

direct current, 

 

2.1.3 Film or flat panel detector 

 

This is the part where the attenuated x-rays coming through the patientôs body is detected 

and converted into image. In conventional x-ray devices films, that are similar to a 
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photographic film, are used to form the image. These films require 

development/processing with chemical fluids in order for the image to be produced. While 

development takes time and requires chemical fluids, the film itself is inexpensive when 

compared to the flat panel detectors. But it should be noted that at least one or more films 

are used per patient. 

In modern devices, flat panel detectors are used in digital radiography to detect the 

incoming x-rays. In indirect flat panel detectors, x-rays react with the scintillator crystals 

(caesium iodide or gadolinium oxysulfide) of the detector creating visible light which in 

turn detected by the semiconductors, i.e. amorphous silicon photodiodes, and converted 

into electrical signals. There are also direct conversion detectors where x-ray energy is 

directly converted into electrical signal without the need of x-ray to light conversion. Level 

of the generated electrical signal from each detector element is directly related to the 

energy of the incoming x-ray to that element enabling the generation of an image by the 

computer electronically. Use of the flat panel detectors are more sensitive than film and 

enable fast imaging, plus the image data can be viewed, stored and processed quite easily. 

In addition it requires lower x-ray dose than the film to produce a similar quality image. 

However, flat panel detectors are very expensive and can be easily damaged if dropped by 

the user, rendering the detector and the x-ray device unusable.   

       

 

Figure 2.2: X-ray tube (http://www.wikiradiography.net/page/Physics+of+the+X-

Ray+Tube  Retrieved 18 March, 2018) 

http://www.wikiradiography.net/page/Physics+of+the+X-Ray+Tube
http://www.wikiradiography.net/page/Physics+of+the+X-Ray+Tube
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2.2 Computed Tomography (CT) 

 

In conventional x-ray radiography, patient`s three dimensional anatomy is reduced into a 

two dimensional projection image. Intensity of a pixel on a radiograph represents the 

attenuation properties of the tissues and other structures within the patient along the 

projection line, i.e. a line between the focal spot of the tube and the point on the flat panel 

detector or film corresponding to that pixel point. Because of this, all anatomical 

information that lies parallel to the x-ray beam cannot be represented on the image. In 

clinical practice, to overcome this disadvantage, two images with perpendicular projection 

angles can be taken. For example, in chest scans a lateral projection image of the patient 

can be taken to provide depth information to a standard PA image. This provides better 

special localization for the objects that can be identified in both projections. However, for 

the diagnosis of complex medical pathology this technique is not sufficient. 

Basic principle behind tomography is that, image of an unknown object can be obtained by 

taking infinite projections through that object. To provide more location information, 

instead of taking two projections, several projection images (to be specific, 360) can be 

acquired with 1-degree angular intervals around the patientôs chest. With this technique, it 

could be possible to obtain a similar data to a chest CT scan. Although it is possible in 

theory, that data would present anatomical information in a way that it would be 

impossible for a clinician to interpret. However, if all that data is transferred into a 

powerful computer, the computer can reformat the data to reconstruct a chest CT 

examination.  

Similar to x-ray radiography, CT imaging also uses x-rays as a source. Technical principles 

of the x-ray tube, high voltage generator and detector are similar with some modifications 

and improvements in designs. Difference is in that CT provides 3D image of the x-ray 

attenuation properties of the patientôs body when compared to the 2D image of 

conventional radiography. In basic principle, a similar x-ray tube to radiograph emits the x-

rays which are detected by the series of detectors positioned at the opposite side of the 

patient. Then the tube and the detectors rotate around the patient in a synchronized manner, 

as shown in Figure 2.3, so that attenuation information at different projections is acquired.  
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Figure 2.3: Representation of the operation of CT scanner. X-ray tube and 

detector array rotates around the patient in synchronized manner 

(Beutel et al., 2000) 

 

All these acquired data is then processed by powerful computers and CT images are 

reconstructed by using reconstruction algorithms. A CT image is a picture of a very thin 

slice (0.5 to 10mm) through patient`s anatomy. Every two dimensional CT image slice 

provides information about a very thin three dimensional section of the patient. In that 

regard, a 2D pixel on a CT image corresponds to a 3D voxel within the patientôs anatomy. 

Intensity of each pixel provides information about the average x-ray attenuation properties 

of the tissue/tissues in the corresponding voxel (see Figure 2.4).    

In earlier CT designs, acquisition is carried out by using rotate-step-rotate principle. X-ray 

tube and the detectors rotate around the patient to acquire information related to a single 

CT slice and then information is translated to the computer. The patient table then moves 

by a step and the tube rotates again to scan the next slice. This procedure continues until 

the desired field is scanned completely. However in modern helical/spiral CT scanners, 

tube rotation and the table movement are simultaneous. With this type of movement, tube 

and detectors follow a helical path around the patient, as shown in Figure 2.5. Helical CT 

scanners cover greater volume than the earlier designs for the same acquisition time. Since 

it is no longer required to translate the patient table movement, total acquisition time  
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                                         a)                                                                 b)  

Figure 2.4: a) Relationship of a CT image pixel and the corresponding voxel in the 

patient`s anatomy. b) Full series of CT brain scan slices (Beutel et al., 2000)  

 

 

 

 

 

Figure 2.5: Helical path followed by the x-ray tube and the detector array through patient   

table movement in helical/spiral CT scanners (https://pocketdentistry.com/14-

other-imaging-modalities/ Retrieved 7 February, 2018) 

 

https://pocketdentistry.com/14-other-imaging-modalities/
https://pocketdentistry.com/14-other-imaging-modalities/
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required to image the patient is reduced to a great extent along with the total radiation dose 

that the patient is exposed during the acquisition. One important parameter to consider in 

helical scanners is the detector pitch, which is basically the relationship between the table 

movement speed and the CT gantry rotation. Additionally, instead of using one detector 

array, multiple detector arrays can be incorporated into helical CT scanners to obtain 

multiple slices of images in single tube rotation (see Figure 2.6). These multi-slice/ multi-

detector helical CT scanners use more than one, closely spaced detector arrays. With each 

tube rotation and non-helical movement, each of the detector arrays can acquire a separate 

image slice.  When helical acquisition is added, multi-slice CT devices can achieve 

increased table speeds, increased pitch and increased coverage for a given period of time. 

This allows the tube output to be used more efficiently, scan time to be reduced to a great 

extent and longitudinal spatial resolution to be improved (Beutel et al., 2000). 

CT scanners are frequently used in clinical environment for lung cancer diagnosis and 

follow ups. When any suspicious lesion or other condition is detected through x-ray 

radiography, CT scans are performed to provide more precise detection and diagnosis due 

to the previously mentioned limitations of the x-ray radiography (Alberts., 2007). CT scans 

have better tissue contrast than conventional x-ray radiography and provides three 

dimensional imaging thus more information for the clinical diagnosis. However, since 

repeated projections are required over a longer period, CT scanners deliver more radiation 

dose to the patient than the x-ray radiography.  Where chest radiography has a radiation 

dose around 0.1 mSv, a chest CT scan radiation dose can be as high as 7 mSv (Townsend, 

2008). When it is compared to the annual worldwide average dose as a result of natural 

background radiation, which is around 2.4 mSv, performing CT scans frequently for 

potential cancer candidates can have debatable benefits over potential harms due to excess 

radiation. To overcome this, imaging modalities like MRI, which does not impose any 

radiation dose to the patient, can be preferred for providing anatomical imaging for cancer 

diagnosis over x-ray based methods. Additionally, for imaging of the more complicated 

cancer types (in terms of morphology and imaging), like brain tumors, even though CT can 

also provide initial imaging, soft tissue contrast of the CT is not as good as the MRI`s and 

it fails to provide detailed information about the extent and the sub regions of the complex 

brain tumors.     
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Figure 2.6: Representation of an early Multi -Slice/Multi-detector CT scanner (Beutel et 

al., 2000) 

 

In the following two subsections, more technical details regarding the tomographic 

acquisition and reconstruction processes will be introduced briefly to provide better 

understanding of the concepts before moving to the introduction of the other imaging 

modalities used in cancer diagnosis. 

 

2.2.1 Tomographic acquisition 

 

In tomographic image acquisition, a single measurement of x-ray attenuation transmission 

made by a single element of the CT detector is referred as a ray. When several rays are 

transmitted through the patient with the same tube angle, this is referred as a projection or 

view. Parallel beam and fan beam geometries are the two main projection geometries that 

are commonly used in CT scanners. In parallel beam geometry all delivered rays in a 

projection are parallel to each other and in fan beam geometry they diverge from the tube 

and resembles to a fan shape. Most modern CT devices use fan beam geometry for image 

acquisition and reconstruction.  

CT scanners take multiple transmission recordings through the patient at different 

projection angles. Thus a single CT image slice can involve total of 800,000 transmission 

records, with 800 rays delivered at each 1000 distinct projection angles.  Depending on the 

device configurations and number of detector arrays these number can increase 

significantly. After the imaging of the slice is completed, patient table is moved in the ñz-

axisò of the device and the process is repeated for the next slice.      



 
 

30 
 

2.2.2 Tomographic reconstruction 

 

With each ray measurement, CT detector measures an x-ray intensity value, It, which 

corresponds to the attenuated x-ray beam intensity through the patient. Along with this, un-

attenuated intensity, I0, is also recorded by a reference detector. Relationship of these 

parameters is as following;        

                                             

    ÌÎ ὍȾὍ ‘ὸ          (2.1) 

 

where, t is the thickness of the patient and m is the average linear attenuation coefficient 

along the ray. It is important to note that while It and I0 depends on the CT device, tm is 

directly related to the anatomical properties of the patient along the measured ray path. 

This pre-processing calculation allows CT image to not depend heavily on device 

parameters, but to depend mainly on the anatomical properties. This gives the CT scanners 

their high clinical utility (Beutel et al., 2000).  

Further, attenuation coefficient is converted into Hounsfield units (HU) and used in the 

representation of each pixel value on the image. HU conversion assumes the attenuation 

value of water as 0, attenuation value of air as -1000 and attenuation value of bone as 

1000. This linear transformation is expressed as;  

 

        ὌὟ
m  m×ÁÔÅÒ

m×ÁÔÅÒmÁÉÒ 
 ὼ ρπππ                                                               (2.2) 

 

After the processing of the raw data, one of the numerous reconstruction algorithms is used 

to reconstruct the image. Most common one is filtered back-projection (FBP). This 

technique forms the CT image by reversing the image acquisition steps. The attenuation 

coefficient m of each ray is projected back along the same path onto the image matrix. 

When data from the whole rays are back-projected, high attenuation areas reinforce each 

other, as the low attenuation areas do, forming up the final CT image (see Figure 2.7). 
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                                                                a)                                     b) 

Figure 2.7: a) Acquisition phase. b) Reconstruction phase (Beutel et al., 2000) 

 

2.3 Magnetic Resonance Imaging (MRI)  

 

While x-ray radiography and CT depends on the use of x-ray attenuation properties of the 

tissues to acquire the images of the internal anatomic structures of the patients, magnetic 

resonance imaging depends on the atomic scale magnetism and radio frequency (RF) 

resonance properties of the tissues to form the images. Since, MRI uses more sensitive 

information of the tissue nuclei properties, rather than the attenuation properties, to form 

the tissue contrast in images, MRI images have far more better tissue contrast, as seen in 

Figure 2.8, with comparison to CT and x-ray radiography. Also since it does not rely on 

ionizing radiation it can be considered safer to use for imaging cancer patients. 

Additionally, images can be obtained in any anatomic plane without the need to move the 

patient.  

 

 

Figure 2.8: Brain CT image (left) and several MRI images for comparison (right) 

(https.//healthcareplex.com/mri-vs-ct-scan/ Retrieved 10 February, 2018) 

http://www.radiopaedia.org/
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Main working principle of the MRI device is based on nuclear magnetic resonance (NMR). 

It involves using very strong electromagnetic fields to align hydrogen nuclei in the tissues 

and analyzing their magnetic spin properties by delivering RF signals to excite them 

(Hashemi et al., 2004). Main components of the MRI scanner are; main magnet coil that is 

used for generating the powerful large magnetic field (from 1.5 Tesla (T) to 3T in clinical 

use) required for aligning the nuclei; gradient magnet coils that are required to obtain 

images from different anatomic planes (i.e. sagittal, coronal or transverse); RF coils to 

deliver RF signals required to excite hydrogen nuclei in the tissues and receive the echoes 

back as a result of the resonance; and a powerful computer system to reconstruct, process, 

store and present the final image.    

 

2.3.1 Magnetic characteristics of the nuclei involved in MRI 

 

The nucleus of the elements shows magnetic properties that are determined by the spin and 

charge distributions inherent to the proton and neutron. Positively charged protons generate 

a magnetic dipole when they spin. On the other hand neutrons generate a same strength 

magnetic field with the opposite direction.  Magnetic field characteristics of the nucleus are 

defined by the magnetic moment.  Positively charged hydrogen ion, simply referred as 

proton, is mainly used as a target element in MRI. It is the most common element inside 

the human body, due to water, and it has the largest magnetic moment. When the proton 

spins, which is simply referred as ñspinò, it acts like a tiny magnet with north and south 

poles (Beutel et al., 2000).    

When the protons are kept under the influence of the strong external magnetic field 

generated by the scannerôs powerful magnet, denoted as B0, spins are either aligned with 

(parallel) the scanners magnetic field at a low-energy level or against (anti-parallel) the 

scanners magnetic field at a marginally higher energy level as it can be seen in Figure 2.9. 

However, at this state spins cannot be polarized statically and they wobble around the axis 

of the magnetic field. This is referred as precession and the frequency of this precession is 

given by the Larmor equation (Hashemi et al., 2004):     

                           

   ὄ                                                             (2.3) 
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where 0w  is the Larmor frequency (angular frequency of the precession) and g is the 

gyromagnetic ratio. Every different atom has different gyromagnetic ratio and the 

gyromagnetic ratio of hydrogen atom is used in MRI imaging.  

 

2.3.2 MRI image production 

 

In MRI, to produce images a RF signal, generated by the RF coils of the scanner, with a 

frequency same as the Larmor frequency is focused on the targeted body part of the 

patient. Since the RF signal has the same frequency with the precession frequency of the 

hydrogen atom, it excites the hydrogen atoms in the targeted body area and causes them to 

resonate.  This resonance effect causes spinning protons to gain energy, shifting low 

energy state protons in to the higher energy anti-parallel state. Additionally, precession of 

each individual proton twists by a certain angle with the implementation of the RF signal, 

bringing the collective precession of the protons in phase with each other.  When the MRI 

system cuts off the RF delivery, energized protons undergo longitudinal and transverse 

relaxation returning back to the original state of low energy and out of phase precession. 

This loss of energy is released back as RF signal during the relaxation period, which in 

turn detected by the RF coils of the system and used to reconstruct the image (Beutel et al., 

2000).     

 

 

Figure 2.9: a) Protons spin naturally in the tissue. b) When the tissue is under the influence 

of the powerful magnetic field, spins align themselves as parallel or anti-

parallel to the main magnetic field (Beutel et al., 2000).    
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Gradient coils of the scanner are used at this stage to encode spatial information into the 

RF signals, which enables 3D image reconstruction. 

The final appearance of the MRI image is adjusted by controlling the timing of the 

delivered RF pulses to the patient, referred as the repetition time (TR) and timing of the 

echo signals released back from the body, referred as the echo time (TE). Two different 

relaxation times, T1 and T2, are measured and used along with the proton density of the 

corresponding tissue to decide about the final intensity of a voxel on the MRI image. T1 is 

the longitudinal relaxation time which is governed by the characteristics of the tissue 

regarding spin interaction with the lattice (molecular arrangement and structure of the 

tissue). It measures the time it takes the proton spins to lose externally RF induced energy 

and return back to the original direction of precession (which is the direction of the main 

magnetic field of the scanner). On the other hand, T2 is the transverse relaxation time 

which is governed by the characteristics of the tissue regarding spin-spin interactions 

which cause loss of phase alignment due to magnetic properties of the tissue. It measures 

the time it takes for the protons to lose their phase integrity, gained after the applied RF 

energy, and return back to their original out of phase precession. Both T1 and T2 reflect 

natural tissue characteristics (differ greatly from one tissue type to another) and are fixed 

for a specific tissue under a given magnetic field strength enabling the MRI scanner to 

distinguish easily between different types of tissues, granting excellent soft tissue contrast 

to the scanner (Beutel et al., 2000). Along with this, spatial resolution of the MRI is also 

superior when compared to x-ray based modalities.     

Final MRI image comes in the form of different modalities (in other words weighted image 

types). ñWeightingò of the image means that the contrast of the final image is heavily 

affected by either one of the, T1, T2 or proton density (PD) measurements.  These T1-

weighted, T2-weighted and PD weighted images can be obtained by the scanner by 

implementing different RF pulse sequences. One of the frequently used sequences is the 

spin-echo sequence, where proton magnetic field vectors are shifted by 90 to 180 degrees. 

Signal intensity of a spin-echo sequence is approximately calculated as follows: 

 

      Ὓ ὑȢὌȢρ Ὡ Ⱦ ȢὩ Ⱦ                                            (2.4) 
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where [H] is the PD and K is a factor for scaling the calculation. It can be seen from the 

calculation that T1 effects on the image are related to TR and T2 effects are related to TE, 

where [H] effects are present all the time. Accordingly, when TR and TE are kept short, 

image becomes T1-weighted. In contrast, when TR and TE are kept long, image becomes 

T2 weighted. On the other hand, when TR is long and TE is short, image becomes PD 

weighted image (see Figure 2.10). This multi-modality acquisition capability of the MRI 

allows pathological structures or other tissues that cannot appear clearly on one of the 

modalities to be seen clearly on other modalities, by only performing one patient scan, 

equipping MRI scanner with great clinical utility (see Figure 2.11). As an example, tumors 

tend to appear as bright signal on T2 images where on T1 images they appear darker 

(Armstrong et al., 2010).   

Excellent soft tissue contrast of the MRI enables high clinical utility in pathological 

diagnosis. Diagnosis of cancer, multiple sclerosis and hematoma are among the main 

applications. In cancer diagnosis, MRI is used as the primary imaging modality for brain 

tumor imaging. Although it is also used for lung cancer imaging, it is not used as common 

as CT (Armstrong et al., 2010). However when combined with PET it can provide 

excellent soft tissue localization for the high metabolic activity areas. Additionally, 

contrast agents, like 

 

Figure 2.10: Shows the relations of TR and TE with different weighted MRI images 

(Beutel et al., 2000). 
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                                              a)                                                                     b) 

Figure 2.11: a) T1 weighted brain image. b) T2 weighted brain image. Notice that the 

brain tumor (marked by arrow) and its surrounding edema tissue can be seen 

in more detail in T2 image, whereas T1 image does not provide clear details 

of the tumor (Iĸēn et al., 2016). 

 

gadolinium, that accumulate in metabolically active areas of tumors can be used to increase 

the MRI signal intensity received from those regions, enabling better imaging and thus 

enhanced diagnostic capabilities. For example, gadolinium enhanced T1-weighted imaging 

is used heavily for imaging brain tumors (Iĸēn et al., 2016). Gadolinium contrast agent is 

accumulated in the active regions of the brain tumor, producing strong relaxation that 

appears as a bright signal on the T1-weighted images. This provides a higher level of 

diagnostic capability, providing information about not only the tumor but also its sub-

compartments. If the contrast agent is not used, it is very hard for the radiologist to 

distinguish active and non-active sub-regions of the tumor core by just looking at plain 

non-contrast MRI images.      

 

2.4 Positron Emission Tomography (PET) 

 

In its basic definition, in PET imaging a biological radiotracer, which is a specific kind of 

radionuclide attached to a chemical compound, is delivered into the patientôs body, where 

it emits a positron to annihilate with an electron in the tissue generating two back to back 

gamma rays that are detected by the PET scannerôs detectors and processed into an image. 
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This process is illustrated in Figure 2.12. A specific radiotracer is selected for the desired 

application, so that it accumulates in the regions that the clinicians are interested in 

imaging. When the positron-electron annihilation process occurs at the desired anatomic 

region, the detected photon distribution by the detectors is reconstructed into the final 

image which corresponds to the radiotracer distribution inside the patient with the 

accumulated regions represented by high intensities (Saha, 2015).  

There are many different radionuclides that can be used to emit positrons.  Some of these 

common radionuclides are given in Table 2.1 with their half-life and energy properties. 
18

F 

is the most common one and in clinical PET imaging it is generally combined with glucose 

based chemical compound, as introduced in Chapter 1, to form fluorodeoxyglucose or 

simply 
18

F-FDG. Clinical application of the FDG PET imaging provides clinicians with a 

functional image that reflects the distribution of the glucose metabolism inside the targeted 

body part. Since cancer cells have higher metabolic activity and tend to absorb more 

glucose in that process than healthy cells, cancer cell regions generate higher intensity  

 

Table 2.1: Some of the common radionuclides that can be used as positron emitters. 

Adapted from (Saha, 2015).  

Radionuclide Half -life Energy of the Emitted Positron (MeV) 

18
F 110 min 0.64 

13
N 10 min 1.20 

11
C 20.4 min 0.97 

15
O 2 min 1.74 

82
Rb 75 sec 3.55 
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Figure 2.12: Illustration of the positron-electron annihilation process. Radiotracer emits a 

positron which annihilates with a nearby electron producing two back to back 

(180
0
 opposite direction) gamma photons (Saha, 2015).  

 

 

signals on the FDG-PET image providing very important information to the clinicians for 

cancer diagnosis.                        

The two back to back 511 KeV gamma photons that are generated after the annihilation 

process travels through the patient body and hit to a corresponding pair of detectors where 

recorded as a coincidence pair. The line of response (LOR) is recorded as a line between 

the pair of detectors where the coincidence pair is detected and the position of the occurred 

annihilation lies on this LOR. Total number of emitted positrons along the LOR is 

measured by counting the number of coincidence instances detected by the detector pair 

(see Figure 2.13). In the PET device, a detector ring is formed by connecting the individual 

detectors with each other and multiple detector rings are combined to form the whole 

scanner detector. The whole ring shaped PET scanner detector is used to measure all the 

incoming coincidence events from LORs of different angles over time (allowing dynamic 

imaging), then coincidence data is grouped into parallel projections for tomographic 

reconstruction before recording all LORs as sinograms or as list mode data. In the first 
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method, the number of coincidence events recorded by each detector pair are counted and 

presented as a histogram. In list mode method, each recorded coincidence event is 

accompanied by additional LOR and occurrence time data. After all these steps, one of the 

FBP, OSEM or MLEM reconstruction algorithms is used to form the final image of the 

metabolic distribution of the radiotracer.         

When detecting incoming coincidence events, detectors of the PET scanner search for 

simultaneous (within 5 to 10 ns) gamma ray absorptions at the detectors. This time window 

is called the coincidence timing window. Four different types of coincidence events can be 

recorded (Bailey et al., 2005) as illustrated in Figure 2.14.  First one is the true 

coincidence. In this type of event, both of the two gamma photons, generated by the 

annihilation, reach opposite detectors of the detector ring. Important point here is that there 

is no serious interaction between the photons and the surrounding tissue atoms and the 

detection is made within the coincidence window. Second type of event is called a 

scattered coincidence. This happens when one or both of the gamma photons from a single 

annihilation interacts with the surrounding tissue atoms and scatter, resulting in energy loss 

and direction change of the photon. Detecting such an event causes the LOR to shift from 

the actual position of the annihilation, resulting in decreased contrast and inaccurate 

localization in the final PET image. Third type is the random coincidence, which occurs 

when two different positron-electron annihilations happen almost simultaneously. If two of 

these photons from different annihilations are recorded within the coincidence timing 

window and the other two cannot reach the detectors, this event is counted as a valid event 

but it presents information which becomes spatially unrelated to the tracer distribution. 

There are also multiple coincidence events, as the final type, where similar to random 

events, in this type three events from the two different annihilations are detected within the 

coincidence timing window. In contrast to random events, these can be distinguished easily 

and discarded. Some times during a single event, one of the photons can be absorbed in the 

patient tissues or can escape from the detector. In these cases these events are considered 

as single lost events and discarded similarly. As a result, total recorded projection signal 

includes the true signal from the true events plus the noise signals from the scattered and 

random events. In order to obtain a clear signal, noise signals need to be estimated and 

removed. 
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Figure 2.13: Two back to back gamma photons are detected by a pair of detectors of the      

scanner on a LOR as a coincidence event (https://www.radiologycafe.com/radiology-

trainees/frcr-physics-notes/pet-imaging Retrieved 22 February, 2018) 

 

 

 

 

Figure 2.14: Four different types of coincidence events. The black circle is the place of 

annihilation. Dotted lines indicate the false assigned LORs in the case of 

scattered and random events (Bailey et al., 2005) 

https://www.radiologycafe.com/radiology-trainees/frcr-physics-notes/pet-imaging
https://www.radiologycafe.com/radiology-trainees/frcr-physics-notes/pet-imaging
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While random event estimation is usually accurate and efficient, scatter event estimation 

can have significant errors (Bailey et al., 2005).  

Every PET scanner can acquire images in two different dimensions. In 2D acquisition 

mode, each individual detector ring is separated from each other by using collimation 

techniques. In this setup, gamma photon pairs that are traveling with large angles towards 

the opposite detectors that belong to different detector rings are blocked by lead or 

tungsten collimator leafs. Even though this technique can block some scattered and random 

coincidences it also blocks some true coincidences reducing the overall image quality. In 

contrast, in 3D acquisition mode there is no such collimation, increasing the number of 

detected true coincidence events, increasing the overall image quality. Else, clinician can 

also opt for a similar image quality like 2D acquisition, but with almost half the scan time 

(Strobel et al., 2007).  

Apart from 2D/3D acquisition options, PET scanners can also obtain both static and 

dynamic images, even though for the imaging of lung cancers static acquisition is the 

preferred one. In static acquisition, a single image frame is taken over a defined time 

period after the distribution of the radiotracer concentration becomes far more static 

(approximately 20-40 mins after the injection). On the other hand, in dynamic imaging, 

series of image frames are acquired beginning just after the delivery of the radiotracer to 

the patient. Dynamic images normally tend to have inferior image quality when compared 

to static images but dynamic imaging can provide radioactivity distribution information 

over time which has uses in other clinical applications like studies involving 

neuropsychiatry (Gee, 2003). 

It should also be taken into consideration that the gamma rays generated after the positron-

electron annihilation can be also harmful for the patient if exposed over increased 

durations because of the ionizing properties of the gamma rays. However, diagnostic 

advantages of the PET device are greater so clinicians neglect the harms of a proper scan 

(one whole body PET scan can produce almost similar dose to a chest CT scan) for the 

positives of the accurate cancer diagnosis.    
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2.4.1 PET detector configurations, designs and materials  

 

Earlier developed PET scanners incorporated simple gantry designs which used only two 

opposing detectors to detect the incoming gamma photons.  Although, some later designs 

used partial ring designs with more detectors and even geometrically polygonal shaped 

designs, currently full-ring PET scanners are the standard for clinical applications. Since, 

PET devices do not require the imaging source to be generated by the device itself (in CT 

the x-ray tube and in MRI RF coils and magnets are necessary), main technology and cost 

of the equipment comes with the detector materials, technology and design. Due the 

amount of detector elements needed for producing full-ring scanners, cost of the full-ring 

devices are the highest. Implementation of more detector elements in full-ring system 

design comes with superior spatial resolution as a result of high event detection ability and 

coincidence count rate effectiveness when compared to other designs (Khalil, 2010). 

Clinical PET scanners use photomultiplier tubes (PMT) coupled with scintillation crystals 

as individual detector elements (see Figure 2.15). There are also state-of-the-art 

semiconductor detector designs that use silicon photomultipliers (SiPM); although they 

allow realization of high gain with low voltage and fast response detectors with compact 

design, use of SiPMs instead of PMTs in producing full-ring scanners comes with 

optimization, signal amplification and digitalization problems and increases the cost of 

already very expensive PET scanner operation to a level that becomes not feasible for 

many institutions. Each detector block of the clinical scanners, implements a number of 

PMTs at the low layer to read the information generated by the previous layer made up 

from an array of scintillation crystals. Incoming gamma photon to the detector passes 

through the scintillation crystal where it is converted into light, a process called 

scintillation. There is optical isolation between each scintillation crystal by applying 

reflective material between each array element, which prevents the passage of the 

generated light signals from one crystal element to another, dramatically increasing 

detection performance of the following PMT layer. The generated light signal is then 

detected by the photocathode of the PMT and converted into photo-electrons which further 

multiplied by the dynodes of the PMT until they reach the anode part and recorded as an 

electrical signal.  
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                              a)                                                                    b) 

Figure 2.15: a) PET detector block. A block of scintillator crystal array with discrete 

elements is followed by four PMTs. b) illustration of the scintillation 

process in discrete element design (Khalil, 2010).  

 

Crystals with high mass density, which enhances crystal stopping power for better 

radiation detection, are preferred as scintillator material. Additionally, light output and 

speed properties of the crystal are also important. Increased light output of the crystal 

means that the noise generated in the scintillation process is decreased and a fast crystal 

allows for a faster radiation detection enabling the system to use shorter coincidence 

timing period. Although earlier designs adopted thallium-doped sodium iodide (NaI(Tl)) 

crystals for scintillator layers, bismuth germanate (BGO), gadolinium oxyorthosilicate 

(GSO) and cerium-doped lutetium oxyorthosilicate (LSO) crystals provide better stopping 

power due to higher mass densities and they (especially LSO) became the preferred choice 

for the recent clinical PET scanners (Khalil, 2010).  

However use of crystal scintillator elements in detector blocks also comes along with some 

intrinsic limitations. Large parallax error is one of the main limitations. Due to the natural 

characteristics and the minimally achievable thickness of each individual scintillation 

crystal, the exact entry point of the incoming photon to the crystal element cannot be 

distinguished over the single crystal element volume and thus depth of interaction (DOI) 

information becomes insufficient. Detector assumes that the photon is entering from the 

midpoint of the individual crystal element surface and assigns the LOR from that point to 
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the midpoint of the corresponding opposite detector that received the other photon of the 

back to back pair. This results in a clear difference between the assigned and actual LORs, 

creating the parallax error and causing the detector to miscalculate the exact position of the 

annihilation. High parallax error causes the PET scanner to have low cross-plane or 

horizontal resolution. Low signal purity due to high noise from scattered events and 

limitations in sensitivity of the scanner due to the thickness of each crystal element and the 

gaps formed between the detector blocks are the other main limitations.  Designing organ 

specific PET devices or using pixelated semiconductor detectors can be a possible solution 

for these limitations due to the use of scintillator crystals.  

 

2.4.2 PET scanner performance characteristics 

 

Overall performance of a PET scanner can be measured by analyzing several characteristic 

parameters. Improvement of these parameters can have dramatic effects on the PET 

scanner performance and on the overall quality of the final diagnostic image.  

System Sensitivity 

Sensitivity of the PET system is a very important parameter that directly affects the overall 

image quality and noise percentage (signal-to-noise ratio) of a PET scan with a specific 

radioactivity distribution over a defined acquisition time. A scanner with high sensitivity 

can collect more information (event data) in a shorter time. In other words, have better 

detection efficiency.  High sensitivity means, better signal-to-noise ratio, better counting 

data and better spatial resolution thus improved overall image quality (Khalil, 2010). 

Geometric and intrinsic properties of the scanner have direct influence on the scanner`s 

sensitivity. Geometric design of the detector is very important in maximizing the 

sensitivity of the scanner. Since sensitivity is directly related to the amount of photons 

detected by the detectors in a given time period, the less photons escape from the detector 

elements the higher becomes the sensitivity. To assure this, geometric design of the 

scanner should be implemented in such a way that all detector elements are tightly packed 

together, so that the angular coverage of the detector surface area becomes large enough 

and fewer photons can escape from the detector ring without getting absorbed in a detector 

element. This geometric sensitivity characteristic of the commercial PET scanners is 



 
 

45 
 

quantified by the ring-packing fraction. It is simply the ratio between the detector rings 

true detection area and the total circumferential detector ring area. Two different 

approaches can be implemented to increase the geometric sensitivity. First approach 

involves the implementation of narrower detector ring diameter and the second approach 

involves increasing the axial field coverage of the scanner. When the diameter of the 

detector ring is decreased, solid angle of the detectors increase, allowing the detectors to 

detect incoming gamma photons more efficiently. However, this implementation also 

introduces parallax DOI errors reducing the systems spatial resolution. Alternatively, axial 

field coverage of the scanner can be increased to increase the sensitivity by adding extra 

detector ring layers in axial direction. Even though this increases volume sensitivity by a 

significant margin (since more photons will be absorbed in the axial direction), adding 

extra detector material to the scanner increases the cost of the system dramatically (Khalil, 

2010).  

Different from the geometric sensitivity properties, intrinsic sensitivity of the scanner is 

defined by the type, composition and thickness of the scintillation crystal material used in 

individual detector elements. A scintillation crystal with high stopping power can stop 

most of the incoming gamma photons, thus providing efficient scintillation, which in turn 

increases detection efficiency. Therefore, as mentioned in previous section, density and 

effective atomic number of the preferred crystal material plays an important role in 

intrinsic sensitivity. Additionally, increasing the thickness of the scintillation crystal again 

improves the intrinsic sensitivity, however using thick crystals in detector elements also 

increases the parallax DOI errors. Apart from intrinsic and geometric factors, energy and 

time window properties also affect the overall scanner sensitivity (Khalil, 2010).  

Additionally, choice of 2D or 3D acquisition modes for imaging also have an impact on 

system sensitivity, as mentioned in Section 2.4. In 3D acquisition since there is no 

collimation between detector planes, there is no limitation for the incoming photons to 

reach the detector plane on their direction. This enables almost five times increase in 

sensitivity with regards to 2D acquisition. 3D imaging also enables rapid scanning 

decreasing the potential motion artifacts. Tradeoff here is the increased introduction of 

signal noise from random events, scatter events, single events coming from the outside of 

the covered field and high count rates. Because of this, efficient scatter and random 



 
 

46 
 

correction techniques along with detectors that can provide high count rate performance 

should be implemented to enable efficient 3D acquisition with high sensitivity (Khalil, 

2010).  

Noise-equivalent count rate (NECR) 

Another performance characteristic of a PET scanner is its count rate response. To obtain 

better quality PET images increasing the counting rates of the scanner is preferable. 

Although, increasing injected radioactivity dose and increasing patient scanning times can 

increase counting rates in turn, increasing the former also increases the exposed radiation 

dose of the patient which is not desired regarding safety and protection measures and 

increasing the latter also increases the motion artifacts and decreases the patient comfort. 

In addition, issues regarding to the dramatic increase in the random and scatter event rates 

would also arise, countering the gained image quality advantages through increasing count 

rates. In this regard, noise-equivalent count rate (NECR), that also takes all the above 

mentioned factors into consideration, is used instead to measure the count rate performance 

of the PET scanners (Khalil, 2010). As a result, the noise-equivalent count value that 

provides the highest true event counts and lowest undesired events, like random and scatter 

events, is considered as the final performance measure.  

Coincidence timing window  

Different from other nuclear imaging devices, where collimators are used to decide 

whether to accept an incoming photon or not, in PET imaging an electronically controlled 

timing window is used to decide whether an event is true and accepted or undesired and 

rejected. By implementing a narrow timing window, undesired contribution of random 

events is diminished, increasing the NECR thus the performance of the scanner. Use of fast 

scintillator crystal materials enabled the implementation of detectors with short 

coincidence timing windows, even leading to the development of advanced time-of flight 

(TOF) PET scanners (Khalil, 2010). TOF scanners use the information regarding the time 

difference measurement of the arrival of two back to back gamma photons to 

corresponding detector elements to determine the exact location of positron-electron 

annihilation. Using a scanner with very short coincidence timing window is key for precise 

localization using TOF. 
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Spatial resolution   

Spatial resolution is one of the most important performance characteristics of the PET 

scanners that have great effect on the overall image quality; hence improving spatial 

resolution is of utmost importance. Having high spatial resolution provides better 

functional imaging of small lesions with high metabolic activity, more accurate 

quantitative measurements and better overall diagnostic capabilities. Detector properties, 

photon acollinerarity and positron range are among the main factors affecting spatial 

resolution in PET imaging (Khalil, 2010).   

Generally, spatial resolution performance of the PET device is determined by the full width 

half maximum (FWHM) of the point spread function. FWHM is defined by:  

 

  ὊὡὌὓ  ὨȾς ὦ πȢππςςὈ ὶ                           (2.5) 

 

where d represents the width of the detector, b represents the secondary parameters that 

contribute to the loss in spatial resolution due to either photon detection process or block 

detector effect.  Acollinearity is defined by (0.0022D) where D is the diameter of the 

scanner detector and finally parameter r
2
 corresponds to blurring effects due to positron 

range.  

Detector size or width d, is a key parameter that affects the spatial resolution. FWHM of an 

annihilation that is located at the mid distance between the two corresponding detectors 

detecting the incoming photons is equal to d/2. When annihilation source moves towards 

either one of the detectors, spatial resolution decreases. Implementing small-width 

scintillator crystal arrays in the detectors of the PET scanner is the key to improve spatial 

resolution. However it is not easy to produce small sized crystal arrays and small sized 

crystals can also limit the amount of light generated by the crystals for the PMTs to detect. 

Additionally, the production cost can increase dramatically. In this regard using scintillator 

crystals with improved light output and state of the art crystal cutting techniques is 
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necessary to manufacture small sized crystals which enable small sized detector production 

thus improving scanner spatial resolution. Commercial PET/CT scanners used in hospitals 

generally implement detector crystal sizes of 4 to 6 mm. These sizes can decrease more in 

dedicated and small animal scanners.  

Another important factor that affects spatial resolution is the positron range. This is an 

unpreventable physical occurrence and directly depends on the properties of the positron 

source used in the radiotracer. This effect causes blurring on the reconstructed PET 

images. Most common clinical positron source, 
18

F, luckily has very limited positron range 

effect on overall spatial resolution of the reconstructed PET images. Using higher 

resolution detectors by implementing small sized crystals is one measure. Taking this 

effect into consideration during reconstruction algorithms and even using the high 

magnetic field of the MRI scanner in PET/MRI scanners are among the other measures that 

can be considered to reduce the effect of positron range on spatial resolution (Khalil, 

2010).  

As mentioned earlier, acollinearity of the scanner is determined by the detector ring 

diameter, and its effects increase as the diameter of the scanner increases. Using narrow 

detector diameter can improve scanner resolution in terms of the adverse effects of 

acollinearity. Additionally, reducing ring diameter will also increase system sensitivity; 

however DOI errors will also be introduced as mentioned before. Similar to positron range 

effect, acollinearity effect can be taken into consideration during iterative reconstruction 

algorithms and its effects can be reduced by applying suitable corrections.     

Parallax error, resulting from DOI errors especially in scanners with thicker crystals, also 

negatively affects the spatial resolution of the PET scanner by introducing blurring effects 

on the images. Different DOI and parallax error correction methods can be implemented to 

improve the spatial resolution. For example, double or more layers of scintillator crystals 

of different materials which coupled with two photo detectors can be used to decode depth 

information of the incoming photons more efficiently. This implementation reduces the 

effects of parallax error increasing the spatial resolution. Correcting parallax error 

effectively with these methods can also enable using thicker scintillator crystals which in 

turn improves sensitivity of the scanner.    
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2.4.3 Data corrections in PET 

 

For the PET scanner images to represent functional information regarding the metabolic 

activities of the patient`s tissues, the coincidence data that the scanner collects contain 

several quantitative and qualitative properties. Quantitative properties of the collected data 

present numerical values that clinicians use to reach objective straightforward results 

regarding the data. On the other hand qualitative data that the scanner collects is 

represented by the radioactivity distribution images which the clinician needs to interpret 

for accurate diagnosis. Scanner calibrations and several data correction techniques should 

be applied to this collected data to ensure that the final image produced from the data 

represents the true radioactivity distribution inside the patient`s tissues. Normalization, 

dead time correction, attenuation correction, scatter and random correction are the main 

techniques that are used in PET data corrections. 

Normalization 

Unfortunately, in PET scanners sensitivities of each individual detector elements are not 

homogeneous. This is partly because it is not possible to assemble a scanner with detector 

elements that have exact same solid angles and detector pair distances. Also scintillation 

crystals used in every single detector element cannot have the exact same efficiency due to 

manufacturing reasons. Additionally electronic drifts in the PMT circuitry also add up to 

this non-homogeneity. This non-homogeneous sensitivity profile of the scanner results in 

having variations in coincidence event detection sensitivities for different LORs. If these 

variations are not corrected effectively artifacts, poor uniformity and increased noise is 

observed in the images. In this regard, in order to efficiently measure LORs with minimum 

geometric and electronic adverse effects, a normalization procedure must be performed to 

deal with the non-homogeneous detector sensitivity.  

One early method for normalization requires collecting many count data for each LOR to 

produce a statistically accurate normalization correction factor for each detector pair with 

respect to the averaged acquired count data across all LORs. Since it is required to have 

extended acquisition times to ensure statistical accuracy of the normalization factor and 

biased results may be observed if the source has no uniform activity distribution, this 

method is not an optimal normalization solution. 
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Alternatively component-based normalization technique is implemented in modern clinical 

PET scanners. This technique accounts for both system geometry and efficiency of each 

individual detector pair to deal with normalization. Normalization correction factors are 

handled by dividing them into detector efficiency and spatial resolution components 

(Khalil, 2010). When compared to the previous method, this technique requires fewer 

counts to be acquired hence reducing the total acquisition time and can be used in 

normalizing 3D acquisitions. Other factors including intrinsic crystal efficiency, detector 

geometric profile, block detector interference, time alignment factor and count-rate-

dependent block profile are added to this technique with modifications over time to 

improve the overall normalization performance (Khalil, 2010). Generally, with this 

technique normalization factors for a specific clinical PET scanner are determined in 

factory stage and remain constant during clinical use. 

Dead time correction 

Dead time is the time period in which a detector is dealing with one event where it cannot 

handle any more successive events reaching to the detector during that period. At high 

activity concentrations, probability of the source emitting simultaneous or consecutive 

(very close in time) photons is very high. Because of the dead time of the detector, signals 

from these simultaneous or consecutive photons pileup so that the output signal of the 

detector represents sum of all these signals rather than individual events. As a result, events 

with greater amplitudes than the upper energy threshold of the system or signals whose 

amplitudes are in the energy window can be detected. While the first type of events can be 

rejected by the system, second type is generally accepted but with false positron and 

energy determination (Khalil, 2010). Therefore at high activity levels, count rate 

performance of the scanner is downgraded by count losses and signal pileups. If dead time 

correction is not implemented, spatial resolution, signal-to-noise ratio and quantitative 

accuracy of the system decreases because of these effects. In modern clinical PET scanners 

fast scintillators coupled with front-end electronics with very fast signal processing and 

transferring capabilities are used in order to process larger amounts of data in shorter times 

to improve the digital time resolution of the system thus reducing the effects induced by 

the dead time of the detector. Additionally, software based methods can also be 
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implemented by mathematically modeling the count rate response of the PET scanner and 

using that model to correct count losses observed on the actual measured count rates. 

Attenuation correction 

When photons generated by the positron-electron annihilation travel inside the patient, they 

interact with the patient`s tissues along the path losing their energy and even losing the 

photon itself. This effect is called attenuation. Because photons that are generated inside 

the patient`s body need to travel through more tissue material until they reach the detectors 

than the photons generated outside, the radioactivity distribution inside the patient is 

underestimated if the attenuation effect is not corrected. Attenuation along a LOR can be 

calculated by the probability of a photon pair along a LOR to travel through the patient and 

reach both corresponding detectors, and it is given by; 

 

 ὖ Ὡ᷿  

       Ὡ᷿ ,                                                                           (2.6) 

 

where l1 and l2 are the paths of the two photons, l is the LOR and ‘ὼ is the attenuation 

coefficient at x. This attenuation calculation is used as the foundation of the attenuation 

correction methods, and the important point of this calculation is that the attenuation is not 

dependent on the location along the LOR of the annihilation. The two main attenuation 

correction methods are the measured and the calculated attenuation correction methods. 

 In measured attenuation correction method, an attenuation map is generated by directly 

measuring attenuations of a source placed outside the patient and taking two scans first 

without the patient (blank scan) and second with the patient (transmission scan). As 

mentioned earlier since the attenuation is not dependent on the location along the LOR, 

placing the source outside or inside the patient does not affect the attenuation. After the 

scans are performed, by taking the ratio of the count rate measurements of the scan with 

the patient to that of without the patient, attenuation for each LOR is determined. 
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Attenuation correction factors (ACF) are then calculated as the conjugates of the 

attenuation. In order for this method to be statistically efficient many counts should be 

collected for each LOR and performing two separate scans requires extra time. 

In calculated attenuation correction method, attenuation map that is used to make 

corrections on the PET data is calculated using the Equation 2.7 by assuming that the 

attenuation coefficients along with the shape and the structure of the patient are known. 

The shape and the structure of the patient is obtained either by segmenting 

emission/transmission scan or by using the high resolution structural image of the CT scan 

if hybrid PET/CT scanner is being used. Statistical noise is not a problem in this method, 

but efficiency of the segmentation for shape and structure determination and the 

attenuation coefficient assumption is very important for obtaining high performance. Since, 

very high spatial resolution of anatomical CT images provide excellent patient shape and 

structure determination, and since CT images can also be used for accurate attenuation 

coefficient assumption (attenuation coefficients obtained on CT, which are at a different 

energy level, can be transposed for PET energy level), ACFs can be calculated with high 

accuracy making the CT-based calculated attenuation correction the accepted method for 

attenuation correction in PET imaging.  

Scatter correction 

As mentioned earlier, scattered coincidences are among the undesired effects that corrupt 

the total count rate of the PET scanner. Although, scattered events can be distinguished 

from true events by their energy levels, due to PET detectors having limited energy 

resolution and the fact that some true events release only a portion of their energy in 

detectors, leveling them with scattered events in terms of energy, this is not an easy task 

for the PET scanners. In this regard, several methods that are based on different techniques 

are developed to correct for the scattered events.  

One of these methods is dual-energy window method. In this method two different energy 

level windows are used to distinguish between photons with peak energy and scattered 

events. In both of the windows, the detected events are considered to contain both true and 

scattered events but it is assumed that the window with the lower energy band contains 

mainly scattered events. Difference between these two windows are obtained later and 
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scaled using phantom data to approximate the distribution of scattered events in the total 

patient data obtained. After the scatter event distribution is obtained it is subtracted from 

the peak photon window data to finalize the correction (Khalil, 2010). A slightly modified 

version of the dual-energy window method uses two energy windows (one standard level 

and one high energy level) that overlap with each other instead using two distinct ones.   

In another type of method, it is considered that the distribution of the scattered events 

differs gradually across the field of view of the scanner. In this analytic method, a 

Gaussian fitting of the scattered event counts outside the patient is carried out to 

approximate the scattered event distribution, providing fast and smooth correction method.   

Using a Monte Carlo simulation to simulate the scattered event distribution is another 

common approach (Barret et al., 2005). In this approach, image is initially reconstructed 

and the attenuation map is determined so that the scattered event distribution can be 

simulated based on the reconstruction. Monte Carlo simulation is an efficient method since 

it accounts for the radioactivity distribution, the whole course of photons from their 

emission to the scattering interaction with the detector or their escape from the gantry, 

other physical interactions and detector characteristics along with the attenuation 

properties. Thus Monte Carlo simulation method is considered as a very accurate method, 

and standard for evaluation scatter correction techniques and a standard scattered event 

correction method for commercial clinical PET scanners (Khalil, 2010).  

Random correction 

Similar to scattered events, random coincidence events also adds up as a noise to the true 

event signal recorded by the detectors. Thus methods are also developed to deal with and 

correct for the random events.  

In one approach, a coincidence window with a delayed timing is implemented to measure 

random events directly. When this delayed window is used, coincidence events detected by 

a detector pair only contains random events. The probability distribution of these random 

events when a delayed window is used is same with the probability distribution when a 

usual coincidence window is used. Thus by taking the difference of the whole PET data 




