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ABSTRACT

The head-mouse control system for disabled people is proposed in this thesis. The designed

system is a human-machine interface that is designated for disabled people injured with the

spinal cord. The system controls the mouse using head movements and eye states

detection. The user moves the mouse cursor to the required coordinates using head motions

and transmits a command with eye blinks in the suggested system. Eye blinks are used for

confirming the selected action on the user window. The developed interface is based on

image processing that includes face recognition, especially eye, mouth and nose

recognition.The existing methods have several limitations. Some of them require special

hardware, such as certain cameras or sensor-based devices,some- have additional

components and the user has to wear these components. These systems use special

methods to solve feature extraction and classification problems. In the thesis, deep learning

using Convolutional Neural Networks (CNN) is proposed for solving the indicated

problem. The proposed system integrates images’ feature extraction and classification

stages in the unified body of CNN, which allows simplifying the system structure used for

image recognition. The convolutional layers, a pooling layer, and a fully connected

network are basic blocks of CNN. The CNN converts the mouse's actual coordinates into

head movements. The suggested recognition method allows low-quality images acquired

by a computer's camera to be processed and recognized. A built-in computer camera

captures the image of the individual in this system. The camera's image is divided in the

object recognition block, and the user's head-shoulder profile is detected.Segmentation of

the head-shoulder image, as well as recognition of a person's head profile and eyes, are

conducted in the next stage. The CNNs perform the extraction of the features of the head

profile and eyes as input and their classification. Two CNN1 and CNN2 are designed for

the classification of head and eye images. The first CNN1 is utilized to detect the up,

down, left, right and no-action directions of the head profile. The second CNN2 is used to

detect eye states, which can be open (No-action) or closed (Ok).CNN1 and CNN2 network

outputs are translated to mouse control signals and forwarded to the appropriate

action.Experiment results have shown that the developed system is reliable and accurate.
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The system allows the persons having disabilities to control the cursor and buttons of

mouse by moving head and blinking eyes.

KEYWORDS: Disabled people, convolutional neural network, deep learning,computer

vision
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ÖZET

Bu tezde, omuriliktenyaralananengellileriçinbirinsan-

makinearayüzüönerilmiştir.Tasarlananinsan-makinearayüzü, fare

kontrolüiçinkafahareketivegözkırpmayıkullananyardımcıbirsistemdir.Önerilensistemde,

kullanıcı fare

imleciniistenenkoordinatlarahareketettirirvegözkırpmagöndermekomutunukullanır.Dikkate

alınankafa-fare kontrolü, özelliklegözlerin,

ağzınveburnuntanınmasıgibiyüztanımadahilolmaküzeregörüntüişlemeyedayanmaktadır.

Bununlabirlikte, mevcutyöntemlerinbazısınırlamalarıvardır.Bazıları,

belirlikameralarveyasensörtabanlıgibiözeldonanımaraçlarıgerektirir.Bazılarınınekstrabileşe

nlerivardırvekullanıcılarınbubileşenleritakmasıgerekir.Diğerklasikyaklaşım,

özelliklerinçıkarılmasıvesınıflandırmaproblemlerininçözümüiçinözelmetodolojilerkullanır.

Önerilentanımasistemi,

birbilgisayarınkamerasındanyakalanandüşükkaliteligörüntülerikullananevrişimlisinirağların

a (CNN) dayanmaktadır.EvrişimliSinirAğı (CNN), evrişimlikatmanları,

birhavuzkatmanınıvetamamenbağlıbirağıiçerir. CNN,

kafahareketinifareningerçekkoordinatlarınadönüştürür.Tasarlanansistem, engellikişilerin

fare imlecinikafahareketleriylevegözkırparak fare

düğmeleriylekontroletmelerineolanaktanır.

Bu

sistemdeyerleşikbilgisayarkamerasıkişiningörüntüalımınıgerçekleştirir.Kameratarafındanalı

nangörüntünesnealgılamabloğundabölümlereayrılırvekullanıcınınbaşomuzprofilialgılanır.S

onrakiaşamadabaşomuzgörüntüsününsegmentasyonuvebirkişininbaşprofilivegözlerinintesp

itigerçekleştirilir.Başprofilivegözlerinalgılanangörüntüleri,

sınıflandırmayıuygulayanCNN'leriçingirdidir.Bu görüntüleriki CNN1 ve CNN2

ağınıngirişlerinegiriyor.İlk CNN1, sol, sağ, yukarı,

aşağıveHareketsizolabilenkafaprofilininyönlerinintanınmasıiçinkullanılır.İkinci CNN2,

kapalı (Ok) veAçık (Eylemsiz) olabilengözlerindurumlarınıntanınmasıiçinkullanılır. CNN1

ve CNN2 ağlarınınçıktıları fare kontrolsinyallerinedönüştürülürveilgilieylemiçingönderilir.
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Deneylerinsonuçları, busisteminsağlamvedoğruolduğunugöstermektedir.Bu buluş,

herhangibirbileşentakmadanengellikişilerin fare imlecive fare

düğmeleriniözgürcekontroletmelerineolanaktanır.

AnahtarKelimeler: Disabled people, convolutional neural network, computer vision, deep

learning.
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CHAPTER 1
INTRODUCTION

Computer technologies now play a significant part in human life. People with impairments

find it difficult, if not impossible, to make efficient use of modern tools. Designing an

effective human-computer interface for impaired persons is extremely beneficial, and it can

even lead to career prospects. For this reason, computer-aided design research is gaining

traction and becoming increasingly relevant. Specific computer aids have recently been

proposed for various groups of impaired individuals (Chen et al., 1999; Lin et al., 2002;

Park & Lee, 1996).These methods are based on image processing or sensor-based tracking

systems, which detect head motions for mouse control using image processing or

physiological inputs. The optical sensors in sensor-based solutions may have limited

resolution, be expensive, and be cumbersome to use over time. Furthermore, these sensors

only supply a limited amount of data for subsequent calculations. Video camera solutions,

on the other hand, are far less expensive and can save all visual information for future

solutions. Some related applications have already made use of visual data.These include

face recognition (Viola & Jones, 2001; Rowley et al., 1998; Osuna et al., 1997), face

recognition (Ahonen et al., 2006; Senaratne et al., 2009; Zhang et al., 2013; Zho et al.,

2003), emotion recognition (Fragopanagos& Taylor, 2005; Adolphs et al., 2000; Cohen et

al., 2003), etc. Some recent studies have combined the aforementioned two groups; camera

and different sensors for head-mouse control. The video camera-based real-time head

tracking and eye state recognition technology has some difficulties. Lighting conditions

may change while controlling the mouse, people may have varied face forms, and eyes

may have varying forms and sizes depending on where they came from. To increase the

performance of the intended head mouse control system, many approaches have been

used.It is important to recognize the movement of the head and the states of the eye click

and make an accurate decision. In this paper, to solve these problems, deep learning based

on convolutional neural networks is presented to improve system performance. Here, the

basic problems are extracting important features of the head and eyes and identifying their

states to make an accurate decision. Traditional approaches to solving such problems are

based on using feature extraction methods and feature classification methods to classify the

extracted features. One of the fundamental advantages of Deep Learning structures is the

ability to perform both feature extraction and classification and combine their results into
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one image. Deep learning is an efficient technology for learning large amounts of data with

high accuracy. This enables the construction of a compact system with high accuracy. The

goal of this project is to create a head-mouse control system that uses image processing

techniques and Convolutional Neural Networks (CNN) to improve head position and eye

state recognition capabilities.

CNN is a class of deep learning models which is an excellent method for image

recognition.  CNN can automatically detect the important features of the image without

any human supervision. CNN can efficiently extract distinctive features from the image

sets which is very important in recognition. CNN model combines feature extraction and

classification in the unified body of CNN, which allows simplifying the structure of the

used image recognition system. These properties allow the designingof CNN model with

the highest accuracy. CNN uses convolution and pooling operations for sharing parameters

which enables CNN models to execute on any computer and this capability make it

computationally efficient. In this thesis, CNN architecture is considered for the head

positions detection as well as recognition of eye states.

1.1.Definition of Problem
In this thesis, we propose head-mouse control system for disabled people with spinal cord

injuries. The developed mouse control is based on head movements and eye blinks. The

user moves the mouse cursor to the required coordinates using head motions and transmits

a command with eye blinks in the suggested system. The proposed head-mouse control is

based on image processing, which includes facial identification, particularly of the eyes,

lips, and nose.

However, the existing methods have several limitations. Some of them require special

hardware, such as certain cameras or sensor-based devices. Some have additional

components and the user has to wear these components. The other classical approach uses

special methods to solve feature extraction and classification problems.The proposed

framework based on Convolutional Neural Networks (CNN) utilizing inferior quality

pictures caught by a PC's camera. The CNN comprises of fully connected layers, pooling

layers and convolutional layers in the network structure. The CNN changes the head

motion and eye states into the mouse movements and mouse button commands.
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In this thesis, an implicit PC camera is utilized to capture the image of the individual. The

captured image is segmented in order to perceive the head-shoulder profile of the person.

In the following stage, the segmentation of the head-shoulder and the recognitionof the

head profile and eyes of an individual are performed. The identified pictures of the head

profile and eyes are contributions to the CNNs. These images are inputs for CNN1 and

CNN2. The main CNN1 is utilized for identifying the bearings of the head profile which

can be up, down,left, right and no activity.The second CNN2 is utilized for recognizing the

eyes’ states, which can be shut (alright) and open (No-activity). The CNN1 and CNN2

networks’ outputs are transformed to the mouse control signals.

1.2. Thesis Overview

The thesis includes an Introduction, five chapters and Conclusions.

Chapter 2 presents a state of the art of deep learning for the design of head-mouse control

systems. A review on head mouse control is given. The state of the problem is presented.

Chapter 3 the structure of the proposed head mouse control based on CNN is presented.

The basic elements of the designed model are explained. The object detection, feature

extraction and classification stages are presented.

Chapter 4 presents the Convolutional Neural Networks used for designing head mouse

control. The CNNs used for the identification of head movement and eye state detection

are explained. The learning algorithm of the proposed structure has been described.

Chapter 5 gives a simulation of the head mouse control system. The modelling of the

CNN based system for identification of head movement and eye state detection are

presented. The stages of the algorithms are described. The performance of the designed

system is compared with the performances of other models.

Finally, Chapter 6gives a conclusion of the thesis. The important simulation results were

presented. Future recommendations of this research study have been given.
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CHAPTER 2

STATE OF ART OF DEEP LEARNING FOR THE DESIGN OF HEAD-
MOUSE CONTROL SYSTEM

1.1. Overview
A review and analysis of existing research studies used for head mouse control

were described. The basic approaches used in mouse control for disabled people were

considered. The state of the art of deep learning used in head motion identification and eye

state detection is presented. The advantage of using convolutional neural networks in head

movement identification and also eye click state recognition is described. The status of the

research problem is given.

1.2. Review of Existing Research Works Used for Head-Mouse Control
Recently, some research studies that are based on head-controlled mouse systems have

been published in different literature. Chen et al. (2003) proposed developing a head

motion-controlled computer mouse system for spinal cord damage patients using image

processing and microprocessor technologies (SCI). This system was created to control the

movement and direction of the mouse pointer by using a marker mounted on the user's

headset to capture head motion images. In comparison to the infrared operated mouse

technology, they improved input speed, but users must wear the headset. Pereira et al.

(2009) created a computer mouse control system for people with impairments.A video

camera, computer software, and a target mounted to the front part of a cap worn by the user

make up this system. The proposed system is simple to use and emulates the motion

features of a computer cursor. Chen (2001) created a head-controlled computer mouse to

help persons with disabilities live more independently. To determine head position, this

device uses two tilt sensors in the headgear. The left-right movement is controlled by one

tilt sensor, while the up-and-down movement is controlled by the second tilt sensor.A

touch-switch gadget was intended to delicately contact the user's cheek to perform mouse

clicks. Fouché (2017) considers the plan of head-controlled cursor control and decides if

the outcomes accomplished by clients with handicaps are practically identical to those

accomplished by clients without incapacities. The paper considers the ideal affectability
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setting, the measure of neck weariness, learnability and the degree of client fulfilment are

explored. The framework is tried on a PC round of the shooter class. For clients without

incapacities, a decrease in neck weakness and a huge improvement over the long haul for

specific things were found.Mishra et al (2017) introduced a human-machine interface for

handicapped individuals who can't utilize their hands to control PCs. The mouse is

constrained by head developments and an air sway sensor. The double-pivot

accelerometer-based slant sensor is utilized to identify the development of the head. Two

air bubble sensors set close to the mouth are utilized to initiate the left and right-snap of the

mouse. The framework is expected to be utilized freely by incapacitated people. A gyro-

mouse carrying out a human-PC interface has been created to control the mouse for

crippled individuals (Eom et al., 2007).The exhibition of the framework executing the

development and snap activities was assessed by click identification rate, cursor position

control blunder, and snap rate each moment. A wearable head GPS beacon that can go

about as a head mouse, in light of electronic parts and inertial sensors, was planned by Sim

et al. (2013). The elective PC mouse was created by Gerdtman et al. (2012) for engine

hindered individuals. The mouse has a whirligig as a movement sensor which is

excessively touchy. The planned mouse is utilized by crippled individuals to control their

PC. Ruler et al. (2005) and Nguyen et al. (2006) utilized two-hub accelerometers and

Neural Organizations planned a head movement grouping framework. A two-hub

accelerometer was utilized to gather head movement information, Neural Organizations

was utilized for grouping.Kim et al (2010) planned a sans hands mouse utilizing the sign

from gyro sensors that action the precise speed of head pivots. Opto-sensors were utilized

to recognize eye squints for mouse click control. All sensor-based frameworks show great

outcomes and help individuals with inabilities, however we don't uphold individuals with

handicaps to discover answers for issues with the extra gadgets. Arai and Mardiyanto

(2010) introduced a camera-mouse framework for individuals with inabilities. In the

introduced framework, the clock is utilized as a left-click occasion and the squinting is

utilized as a right-click occasion. In the analyses, composing activity, left-click occasions,

right-click occasions, intuitive occasions, and troubleshooting were shown with the

camera-mouse framework.Su et al. (2005) introduced a visual-based PC interface for

individuals with incapacities. Head developments are utilized to move the mouse to the

new position. The creators recommended stay time and the spring up menu for tapping the
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mouse. A head movement identification strategy is proposed by Tolle and Arai (2016). The

introduced framework can decide to head present developments and is reasonable for

ongoing human-PC connection. Alhamzawi (2018) introduced mouse pointer control by

moving the top of a client situated before the PC. The reference point on the head, which is

the focal point of the client's head, is caught by the camera. The pictures addressing the

situation of the head are changed over to the directions of the mouse pointer in the wake of

handling.The mouse click is changed over into seconds by standing firm on the pointer at

the ideal situation. Naizhong (2015) introduced a human-PC interface that executes sans

hands mouse control dependent on mouth following. The researchers utilized mouth

following for mouse development and head shaking for mouse click activity. Palleja et al.

(2008) introduced an overall virtual mouse dependent on head development understanding

utilizing the camera for individuals with portability disabilities. Lin et al. (2007) planned

an eye-GPS beacon with a head signal. Here, the client wears a gadget with a light source.

The CCD camera catches the picture of the client and afterwards, the situation of the light

source is controlled by an advanced picture preparing method.The user can manipulate the

mouse by moving the head. Eye-following is additionally utilized in the work for mouse

control. Ismail et al (2011) introduced a model framework for controlling the mouse by

head development and furthermore by voice order. The voice order is utilized for a mouse

click. In (Sawicki and Kowalczyk, 2018), head development is utilized to plan a touchless

PC control framework. The camera on the head is utilized to dissect the situation of the

screen cursor. Thus, the creators viably move the mouse cursor to the ideal position

recognized by the client's facial direction. The investigation of the eye picture is performed

and by squinting the framework orders were executed. The head-mounted inertial interface

is produced for individuals with cerebral paralysis (Velasco et al., 2017).An empirical

model of human motor performance for directed movements is presented using Fitts' law.

Varona et al. (2008) introduced a vision-based user interface for those with motor

disabilities to make computers more accessible. The system tracks the user's face in real-

time to recognize motions. Manresa-Yee et al. identify and evaluate the important aspects

of camera-based head-controlled interfaces (2014). Users features to track, initial user

detection, position mapping, error recovery, profiles, and system ergonomics are all

examples of these elements. The paper looks at what other systems have to offer in terms

of solutions.
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The appropriate recognition of a human's head is critical in human-computer interaction

because it influences the accuracy of the entire system. A variety of studies have been

carried out for this purpose. Jian-Zheng and Zheng (2011) described a strategy for tracking

head movement using image processing techniques. To determine the feature point and

tracking pattern of head motion, the Lucas-Kanade (LK) algorithm is employed, and the

GentleBoost algorithm is used to detect the head direction based on the eye. For head

motion detection, Zhao et al (2012) employ image processing and the LK method.

Mehrubeoglu (2011) detects and tracks an eye using an image processing algorithm and a

smart camera.The continuous head following and eye status framework utilizing a

camcorder has a few difficulties. During the control, lighting conditions may change,

individuals may have diverse face shapes, and eyes may likewise have distinctive shape

and size contingent upon their starting point. In this paper, we intend to improve the

presentation of a head position and eye status recognition by utilizing picture handling

procedures and Convolutional Neural Organizations. In this paper, we proposed a head-

mouse control framework that executes head position assessment, eye recognition and

grouping. At that point, we applied the three-layer Convolutional Neural Networks (CNN)

to select the stateof the eyes that may be open or close.CNN is a profound learning

structure roused by the regular discernment components of living creatures. As of late,

various exploration papers have been distributed on the improvement of profound neural

designs. One of them is CNN, which has at least one convolutional layers and max-pooling

layers. The CNN engineering was proposed by LeCun et al. in 1998, it was a seven-layer

convolutional network called "LeNet-5" that arranges written by hand numbers in 32x32

pixel pictures. The organization was prepared by utilizing the backpropagation calculation.

The framework can perceive the pictures straightforwardly from the picture pixels (Lecun

et al., 1998; Hecht-Nielsen, 1992). Reference (Russakovsky et al., 2015) presents a CNN

engineering that showed upgrades in picture acknowledgement.Russakovsky et al. (2015)

planned a profound design called AlexNet, which is like LeNet with a more profound

construction. Many exploration works have been done to improve the exhibition of the

frameworks and beat the challenges identified with preparing the CNN, like ZFNet (Zeiler

and Fergus, 2014), VGGNet (Simonyan and Zisserman, 2015), GoogleNet (Szegedy et al.,

2015), and ResNet (He et al., 2016). This work is reached out in more profundity to more

readily inexact complex nonlinear capacities by applying nonlinear enactment capacities
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and to get better component portrayals. To this end, a few strategies are created to manage

these issues.

Different CNN structures were designed to solve different problems related to image

recognition, classification and so on.Lawrence et al., 1997 presented CNN used for face

recognition, Ciresan et al., 2001 developed a system for the classification of

handwrittencharacters.Simard et al., 2003 presented a system for visual document analysis,

Jiao et al., 2018 presented facial sketch analyses, Chudzik et al, 2018 designed a system for

detection of microaneurysm, Li et al., 2018 presented fingerprint enhancement, Hussain et

al., 2018 presented brain glioma tumoursegmentation,Baldominos et al., 2018 presented

recognition of handwritten text, Ferreira and Giraldi, 2017 developed rock tile

characterization, Wachinger et al, 2018 presentedneuroanatomy segmentation, Liu et al.,

2018 presented change identification with heterogeneous optical and radar pictures, Liu et

al., 2018 presented prediction of eye states, Salvati et al, 2018 designed acoustic source

limitation improvement in boisterous and reverberant conditions, Abiyev and Ma'aitah,

2018 presented a system for detection of breast diseases. Kalchbrenner et al, 2014

presented natural language processing,Khodayar et al, 2017presented a short-term

prediction system for wind speed, Karpathy et al, 2014 presented a system for image and

video recognition.

2.2. Deep Learning Based on CNN Architectures
The most popular CNN architectures were presented for solving different problems. LeNet

[31] wasthe first successful applications of CNNs and used to read postal codes, digits, etc.

AlexNet [30]. The first wellknown CNNs used in computer vision was the AlexNet.

AlexNet was appeared at the ImageNet ILSVRC 1 challenge in 2012 and took first place

with a top 5, error of 16% compared to second place with 26% error. The network had

multiple convolutional layers stacked on top of each other without the interruption of

pooling layers.

GoogLeNet [49].GoogLeNetwasthe winner of ILSVRC 2014. Its main contribution was

the development of an Inception Module. The inception module uses convolutional filters

of different sizes and concatenates their outputs so that the model can decide which filter
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size is best to capture features. It also uses Average Pooling instead of Fully Connected

layers in the final network layers, eliminating a large number of parameters that arise in

Fully Connected layers.

VGGNet [43]. The VGGNet was a very depth network that appeared at the ILSVRC 2014.

It showed the importance of network depth. The network contains 16 layers (without

pooling) and performs only 3x3 convolutions and 2x2 pooling. However, VGGNet is quite

expensive to evaluate and consumes a lot of memory for its 140 million parameters.

ResNet [20]. Residual Network was the winner of ILSVRC 2015, featuring special residual

blocks that improve the optimization of the cost function, and strong use of stack

normalization. The structure also discarded the pattern of using fully connected layers at

the end of the network.

Squeeze-and- Excitation Network [22] was the winner of ImageNet 2017, introducing the

mechanism of the adaptive weighting of intermediate feature map channels in the hidden

layers of the network, increasing the network's ability to learn the best representations of

the input.

As can be seen from this list, the field of CNNs is changing rapidly. The best

improvements to the CNN architecture are often based on simple ideas but are very

effective.

2.3.State of Deep Learning Methods Used for the Design of Head-Mouse
Control

A comparison of feature extraction and picture recognition methods reveals that deep

learning-based CNN is an effective method for detecting head motions and recognizing eye

states. The CNN-based approach for estimating head posture and detecting eye state in

visual mouse control will be aimed at people with disabilities. In comparison to other

image classification algorithms, CNN can intelligently restrict the architecture and requires

fewer preprocessing steps.Based on the estimation of head positions, detection of eye states
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and convolutional neural networks, the design of a system enabling mouse control with

head motions using low-quality images acquired by a monocular camera mounted on a

computer is considered (CNN). A video camera and a high-speed computer are required for

the system to work. The goal of this module is to track the position of the face and the state

of the eyes. The direction of movement of the mouse cursor is implemented by tracking the

facial position.The eye state module will be utilized to examine the video pictures utilizing

picture preparing strategies and afterwards, identifies the eyes and characterizes them as

"open" or "shut" state in video pictures. The exhibitions of these modules are vital for the

acknowledgement of head position, eyes and their states. These tasks ought to be acted in a

brief time frame to control the mouse with head developments and eye states. The head-

mouse framework ought to be utilized for individuals with inabilities to serenely utilize

PCs and control objects.

Taking the above mentioned into account, in order to achieve the research goals, the design

of a CNN-based head mouse control system necessitates the execution of the following

procedures.

- The structure of the head mouse control system using CNN will be designed. The

basic stated problems will be specified.

- The mathematical background of Convolutional Neural Networks (CNN) will be

presented.The basic constituents of CNN, which are convolutional layers, a pooling

layer and a fully connected network will be presented.

- The structure of CNN models will be designed for the considered problems,

particular for the detection of head movement and recognition of eye states.

- The simulation of the head-mouse control system will be implemented using

constructed image data sets. For this purpose, the data sets will be organized for

each considered problems, i.e. head movements and eye states.

- Analysis of obtained results will be carried out. Discussion and performance

analysis of the results will be performed.

Design of system using CNN will improve the performance of the head mouse control

system
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CHAPTER 3
HEAD MOUSE CONTROL SYSTEM

3.1. Overview
For physically challenged patients with motor neuron disease or severe cerebral palsy, the

head-mouse control system was created. The technology calculates the head's position and

converts it to mouse positions. In this section, the structure of the system is designed. The

functions of its main elements are explained. The object recognition problem and its

solution methods are presented in detail. The steps and details of feature extraction are

explained, the use of CNN to solve this problem is described. The classification unit is

described in detail. In the paper, CNN is proposed for solving the above problems.

3.2. Structure of the System
The considered head-mouse control system is designated for physically disabled

peoplehaving motor neuron disease or severe cerebral palsy. The technology calculates the

head's location and transforms it into mouse movements. The presented system also detects

and analyzes eye conditions, which it then uses to operate mouse buttons. The architecture

of the designed system is given in Figure 3.1. The system includes a set of modules for the

acquisition of images, recognition of objects, extraction and segmentation of features,

classification, conversion of the output signal to the control signal for moving the mouse to

the indicated position and finally converting eye blink signal to the mouse on/off signal.As

shown in the figure, the person's image is acquired by the computer camerais transformed

and integrated into the system. The camera's image is divided in the object recognition

block, and the user's head-shoulder profile is detected. The segmentation of the head-

shoulder image, as well as the recognition of a person's head profile and eye states, are

conducted in the next stage. The CNNs that perform classification use separately the

images of head profile and eyes as inputs. These input images are fed into the first and

second CNN blocks depicted as CNN1 and CNN2. The first CNN1 is utilized to detect the

directions such as up, down, left, right and no-action of the head-profile. The second

CNN2 is utilized to detect the closed and open states of the eyes. Here closed state means
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clicking Ok button, open state continuation of the action, that is no-action of Ok button.

CNN1 and CNN2 network outputs are translated to the control signals of mouse and the

forwarded for determination of appropriate actions.

Figure 3.1. The architecture of the head mouse control system

3.3. Object Detection
Object recognition, which is utilized to recognize the head profile and eyes, is one of the

essential building modules of the head-mouse control system. In this thesis,we use the hair
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cascade classifier approach for object recognition described by Viola and Jones (2001) for

this purpose. Simple features are used to achieve object categorization in this technique.

The features can encode ad hoc knowledge domains and operate considerably more quickly

than a pixel-based system. The features are similar to those found in the Haar basis

feature.The total of pixels in the rectangles is the features that are being looked for (Figure

3.2). The set of rectangle characteristics provide a rich visual representation of images and

allows the system to be learned effectively. As shown in Figure 2, the value of any input

feature is the sum of the pixels taken from the pointed (black) rectangles and the pixels in

the clear (white) rectangles. The cascade function is trained using negative and positive

images before being used to detect the other objects on images. Those featuring a face are

considered positive, whereas images without a face are considered negative.The

classification function is trained using the feature and training sets of negative and positive

images.

All human faces have comparable traits, which can be used to create hairstyles. The

eyelids, for instance, are darker than the top cheekbones. Using the equation, we can

determine the gradient value based on the histogram:

Value = Σ (pixels of black region) - Σ (pixels of white region) (1).

We utilized a variation of Adaboost to extract useful features from photos. The algorithm

determines the proper threshold for each feature in order to classify the faces. At first, the

weights of each image are equal. New weights and errors are computed and they are

updated in each step until the error rate anddetection accuracy are satisfactory.

The input space of CNNs is the detected pictures of the head and eyes. These images are

used by CNNs to create classes, which are then utilized to determine mouse control

signals.
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Figure 3.2. Cascade classifier approach

3.4. Feature Extraction
Each image object is characterized by a set of features. The detection and obtaining of

these features are important steps in image recognition. In the thesis, the convolutional

layers of CNN are employed for the detection of these features.  The output signal of the

object detection module is the input for CNN. The convolution is mathematically based on

integral transform operation on functions that includes input signals using a particular

operator. It uses the original function and transforms or reshapes it in order to get new

representations. In image processing, convolution is started widely used to detect and

extract features without removing the spatial relationships between image pixels.  Using an

appropriate operator searches for a particular feature in a much large set of pixels. A

convolution operation is mathematically constructed by first inverting the operator, called

the convolution kernel, both row-wise and column-wise. The convolution kernel filter is

shifted by a fixed step over the entire original image. Here the kernel size should be less

than the image area. For each operation, the result of convolution will be the integration of

original elements weighted by the corresponding inverted kernel. The convolution is used

as an effective technique for extraction of the features that cleverly reduces data

dimensions and produces a less redundant dataset. The extracted set of features are called a

feature map. Each kernel filters out or determines the position of the features in the original

image. Ultimately, a map is generated whose height reveals the distribution of these

features. Since the direct analysis of the original data requires a lot of preprocessing

operations, and can deconstruct the symbolic information of the images hardly, the use of
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general feature description methods is necessary. This feature extraction is a convolution.

Convolution aims automatically extract important features and make them “visible” to the

system.  The use of convolution not only fully describes the features of the objects, but also

reduces the need for manual intervention. The kernels have lower-order and smaller in size

than the original images. They extract local features of the input objects. However, higher-

order convolutions allow for extensions throughout the receptive field, gradually

transforming local features into global features, which is also the case of how humans look

at and recognize an object. In addition, the parameters of kernels are constant during the

recognition. This leads to the weight-sharing property of the individual receptor neurons,

which results in large computation time savings. Moreover, pooling further samples the

features and reduces the computational operations for the computer

3.5. Classification
A set of methods have been designed for the classification of various objects. Neural

Networks that are composed of large numbers of dense neurons is one of the adaptive

classification techniques with the learning ability. Neural Networks learn its parameters

using examples. NN main goal is to replicate the performance of biological neural systems,

learn from the way humans recognize the world and thus use the network structure to solve

complex problems such as image recognition orobject classification. NN includes a set of

connected neurons characterized set of weight coefficients. These weight coefficients

modify coming input signals. These signals are modified by the nonlinear activation

function of neurons. The basic problem in NN classification is finding proper values of

these parameters. Different learning algorithms are employed for this purpose. By updating

these layer parameters, NN tries to classify input images into the output signal. By

selecting appropriate values of weigh coefficients of the NN classification model is

designed. The learning ability, generalization  and parallel processing property allows to

develop a high performance classification model.

Figure 3.3 depicts a neural network structure consisting of a set of neurons. As shown the

network includes three layers, that are input, hidden and output layers. Each layer includes

a set of connected neurons. There are connections between neurons of input, hidden and

output layers. The strengthens of each connection are presented by weight coefficients.

Neurons of the input layer receive signals and distribute them between neurons of the
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hidden layer. In hidden neurons, these signals are processed, modified by the weight

parameters and activated. After activation, they are transmitted to the neurons of output

layers. The same processing and activation operations are used for the output signal of

hidden neurons.

Figure 3.3.A simple multi-layer neural network structure

Finally, on the output of neurons of the output layer, the output signals are determined. The

considered NN is a feedforward structure. CNN is also a feedforward structure that

includes multiple layers and the CNN structureswere designed for solving image

processing problems. It is applied for processing one-, two and three- dimensional data. A

basic neuron of a CNN collects the activations of kernel filters and generates a feature map.

CNNs provide satisfactory recognition results for practical use, but the accumulation of

layers also creates a black box of the feature extraction process.
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CHAPTER 4
DEEP LEARNING BASED CONVOLUTIONAL NEURAL NETWORK

FOR HEAD MOUSE CONTROL

4.1.Overview
This chapter introduces the design of the classification system based onDeep Learning

which is a branch of Machine Learning (ML). The basic problem of Machine Learning is

the development of algorithms that use statistical methods and data to learn computer

systems [25]. It covers topics essential for understanding complex learning systems such as

neural networks. Deep learning based on learning and statistics allows the design ofa more

efficient decision-making system. In this section, deep learning based on CNN structure

will be described. Structure and constituent elements of CNN, its operation principles will

be presented.

4.2.Machine Learning Systems
In ML, the goal is to create a system that can perform a particular task without being

explicitly programmed [41]. Instead, it should suffice to provide such a system with

empirical data of the process whose behaviour is to be studied. Formally, this can be

formulated as follows [50]:

"A computer program is said to learn by experience E with respect to a class of tasks

T and a performance measure P if its performance on tasks in T, as measured by P,

improves with experience E."

This definition summarizes all the important aspects of an ML problem.

T, the task - the problem that an ML system is supposed to solve. The most common

tasks are regression and classification. Regression models are trained to estimate unknown

continuous variables based on given inputs. In classification, an ML model learns to

determine to which of k categories an object belongs.

P, the performance measure is a quantitative measure of how well the model performs.

Optimizing the performance measure is one of the main goals of machine learning.

Usually, the choice of metric depends on the type of task the machine learning system is
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dealing with. A common practice is to use multiple metrics that give different perspectives

on the model performance.

E, the experience. In most ML algorithms, experience is represented by a dataset - a

collection of data points represented by real-valued vectors x ∈ R m. In general, ML

problems require the collection of experience data and its transformation into values that

can be accepted by the learning algorithm. This process is commonly referred to as feature

engineering. Although some branches of machine learning, such as Deep Learning, deviate

from this approach and use as much information as possible. For example, a grayscale

image might be represented by a feature equal to the sum of the pixel values of the left

part, subtracted from the sum of the pixel values of the right part. Deep Learning systems

would use the entire image as input. When possible, it is convenient to represent the data

set by a matrix. A dataset consisting of n m-dimensional samples forms a matrix X ∈ R

n×m. The ith row of X then denotes a data point xi.

A learning algorithm is an algorithm that is able to generate models from the

statisticaldataset. The used learning algorithms are conditionally divided into supervised

and unsupervised algorithms [25], although this distinction is sometimes too imprecise.

There is also reinforcement learning, where learning algorithms interact "in real-time" with

dynamic systems and receive feedback to evaluate the success of their actions [48].

In supervised learning, each data point is associated with a target value that provides

information for learning and that the model tries to estimate when it receives a new unseen

input. In unsupervised learning problems, there are no target values. The presence of the

target value strongly affects the learning methodology. This paper focuses on algorithms

for supervised learning.

4.2.Artificial Neural Networks
ANN is a parallel distributed connectionist system made up of simple processing units

(commonly referred to as neurons) [19]. ANN is a model consisting of multiple

computational layers stacked on top of each other. Successive layers are thought to learn

features of increasing abstraction, looking "deep" into the data. At the origins of deep

learning, biological neural networks have been a great source of inspiration for artificial

neural network research. ANNs are an important area of deep learning research and have
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been successfully applied in many fields, such as image recognition [11], speech

recognition [17], natural language processing [14], and bioinformatics [55]. Two types of

models can be distinguished based on their topology: Feedforward and recurrent neural

networks. In feedforward networks, information flows from input to output through

computational layers consisting of processing units, and there are no feedback connections.

If these are present and intermediate outputs are fed back to previous layers or stored for

later use, the network is said to be recurrent. Thus, a feedforward neural network can be

represented by directed acyclic graphs, while recurrent networks are represented by

directed cyclic graphs. In this text, only feedforward networks are discussed. This chapter

covers concepts that form the foundation of ANNs, followed by multilayer perceptrons -

the cornerstone of Deep Learning. The rest of the chapter describes the process of learning

with neural networks.

4.3.1 Basic Concept
ANNs originated as systems inspired by biological neural networks. They were designed to

simulate the brain of an animal. So, by analogy, they consist of neurons and connections

between them.

Artificial neurons were designed as a mathematical model of the biological neuron. It is a

function that converts n real input "stimuli" into a single "response value". The most

common definition of the neuron is= ( ) = ( + ),
where ∈ , ∈ are the neuron’s weights and biases respectively, and is the

activation function described below. Weights and bias are the parameters of the neuron,

and their values are determined in the learning process. Bias makes this transformation

affine, which allows us to learn a wider variety of functions.
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Figure 4.1: A biological neuron (a) compared to an artificial neuron (b). The analogy is

clear: both neurons receive multiple signals and aggregate them to a single output that is

transferred further on [18].

The activation function transforms the output of a neuron. It is applied element-wise on the

output vector. The purpose of an activation function is to introduce non-linearity to the

model in order to learn complex nonlinear functions. Without activation functions,

hypothesis space of a neural network would be constituted only from linear functions.

Popular examples of activation function include ReLU (Rectified Linear

Unit)f(x)=x+=max(0,x) and sigmoid ( ) = 1
1

Figure 4.2.Popular activation functions

The layer is a collection of neurons that are grouped to process multidimensional inputs to

multi-dimensional outputs. ANNs are usually described in terms of layers since it is more

convenient due to the bigger scale and abstraction compared to artificial neurons. A notable

example of a layer is a fullyconnected layer. In fullyconnected layer neurons receive input

from each neuron of the previous layer. This allows for convenient simultaneous

computation of all neuron outputs of the layer via matrix multiplication:

( ) = ( + )
where W and b are individual neuron’s weights and biases collected into a matrix and a

vector respectively. Network topology is a configuration of multiple chained connected

layers. Two special layers are always present in the network: input and output ones. An
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input layer holds values of the input vector and is connected to the next layer only to pass it

forward. An output layer is the last layer in the chain and its outputs are the final result of

the input processing done by the network. Layers between them are called hidden because

their outputs are only intermediate and are not used outside of the model. The number of

hidden layers is called the network’s depth. The number of neurons in the layer is referred

to as its width.

Signal directions in NN can be feedforward and feedback. In a feedforward neural network

(Figure 4.3)the connections between the nodes do not form a cycle. These NNs have

feedforward connections only. The information moves from input nodes to output nodes.

Figure 4.3.A feedforward network.

Feedforward NNs may be single-layer and multi-layer architectures. Single-layer consists

of one artificial neuron. It can be extended with additional units for each output element to

produce multi-valued outputs, but it would still have no hidden layers. This type of neural

network has very limited learning potential. Due to the lack of hidden layers, the outputs

are only a linear combination of the inputs, so the single-layer perceptron is only able to

approximate linear relationships [35].

wherew denotes the vector of weights, x is the vector of inputs, b is the bias and φ is the

non-linear activation function.
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Figure 4.4.Single-layer Perceptrons can learn only linearly separable patterns. For

classification, we use the Activation function as a threshold to predict class. And for

Regression, we need not need the Activation function (Thresholding) or we can use a linear

function to predict continuous value.

4.3.2 Multilayer NNs
The multilayer NNs sometimes are called multilayer perceptron (MLP). It has at least one

hidden layer and all layers are fully connected. MLP is the fundamental tool and the basis

of many advanced techniques in DL. It is a cornerstone of Deep Learning.

Figure 4.5.A multilayer perceptron with a single hidden layer.
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Mathematically, MLP is a composite function that performs alternating affine and non-

linear transformations to reflect the graphical structure of the network []. Figure 3.3 depicts

a multilayer perceptron with a single hidden layer.

MLPs can be used in a wide range of tasks - according to the universal approximation

theorem [21], an MLP with at least one hidden layer and nonlinearity, containing a finite

number of units, can approximate any continuous function with an arbitrary nonzero error,

given suitable parameters. However, the theorem is not constructive and does not provide a

way to find such a network configuration and its parameters. In practice, optimization

algorithms are not able to find parameters that correspond to the desired function. This

means that designing and training a network may not result in the desired approximation

quality. Nevertheless, this is an important result that shows the great potential of ANN.

Multiple Hidden layers are used to find the nonlinearity of the data. This instruction is also

called a feed-forward network.

Multilayer perceptrons can be trained using input-output training pairs. Training operation

includes adjusting the weights and biases of the network in order to minimize error. In

practice, the backpropagation algorithm is widely used for this purpose.

In practice, MLP has a few problems that outweigh its appeal as a universal approximator.

One of the major drawbacks of this model is the high number of trainable parameters due

to the fact that all layers are fully connected. The number of parameters may become

impractical to train for high dimensional data or wide hidden layers. It also limits the depth

of the model. Deep and wide perceptrons are not only computationally difficult to train, but

due to their high capacity, they also tend to overfit if the dataset is not large enough.

3.2.ANN Learning
The weights of NN are adjusted during the learning process.  The weights of NN are

trained using statistical data existed about considered problems. These data are called

training input-output pairs. Training of networks is implemented using input-output

training pairs.

NN has a set of parameters that affect the learning process. Sometimes these parameters

are called hyperparameters. Learning rate, number of hidden layers, number of parameters,

stack size are included hyperparameters [46]. Learning rate is used to define the size of

correction of weights. The large value increases learning time or speed but leads to
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oscillation of learning process, small value lead to decrease learning time. The optimal

value of the learning rate speed up the learning of NN [47]. The momentum rate is also

used to speed up and stabilize the learning process of the network.

The cost function is formulated using errors in order to organize the learning process of the

NN model and to measure its performance. In the learning process, the measured error on

the output of NN is propagated back and used for the correction of weight coefficients.

This process is called Backpropagation. The values of error are used to correct weight

coefficients [48-52].

Learning can be organised as supervised, unsupervised and reinforcement learning.It's

called supervised learning the training dataset as a teacher supervising the learning process.

Here input-output training pairs are used for training. If learning is carried out using input

data only this learning process is called unsupervised.Only input data (X) is used for

weight corrections.In reinforcement learning, the goal is to weigh (strategize) the network

to perform actions that minimize the long-term (expected cumulative) cost. During

learning, if the error is minimized then +1 sent to the system in another case 0 sent to the

system.

A number of learning algorithms have been designed. More used are the gradient descent

algorithm and backpropagation.

4.4.1 Gradient Descent Method

The optimization problem of training a neural network can be stated formally:

MinimizeL(,x,y),,(x,y) D(3.4)

where D denotes the set of training samples, θ denotes all parameters of the model in the

parameter space Θ, and L is the real loss function. The evaluation of L naturally involves

the computation of the model performance for each training sample x  D. In the case of

ANNs, this makes the power function nonlinear, leading to complex and often non-convex

optimization problems. Such problems can be solved with iterative gradient-based

algorithms.

The gradient of a real continuous function f : Rn → R is the column vector of its partial

derivatives:
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=-L(, x(i),y(i)) (3.5)

The pseudocodes of stochastic gradient decent method is preseted as

for i in range (epochs ):
np.random.shuffle (data )
for example in data :
params_grad = evaluate_gradient (loss_function , example , params)
params = params - learning_rate * params_grad

4.4.2  Back - propagation Algorithm

Any type of gradient descent algorithm requires multiple computations of the gradient.

Evaluating the gradient of composite functions can be computationally intensive, and a loss

function can potentially be quite complex since it involves evaluating the entire neural

network on many data samples. The back-propagation algorithm (BP) provides an efficient

way to evaluate the gradient [33].

BP uses the chain rule to compute the loss function. The algorithm can be considered

as a specialized version of automatic differentiation by reverse accumulation [13]. Reverse

accumulation traverses the expression of the chain rule from the outside in, computing all

Neural networks can be represented as a computational graph of back propagation. This is

designed to visit each node of the network once, avoiding repetitive computations that arise

when evaluating the gradient of a composite function. The computational effort required

for BP scales linearly with the size of the computational graph of the network.

Back-propagation always starts with a forward pass that computes the error for a

training sample. It must keep all intermediate computation results as they are used to

compute the gradient.As soon as the error is evaluated, the backward pass begins. It is so-

called because it traverses from the output of the network to the inputs. From the point of

view of symbolic computations, the expression of the chain rule is traversed from the

outermost subexpression to the inner ones.

Learning happens in two ways, Forward propagation and backward propagation
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1. Forward Propagation: In the forward pass, the direction of signals from

input nodes to output nodes through the hidden neurons. The value of output

error will be calculated against ground truth and true label.

2. Back Propagation: Below are the steps mentioning how the back prop works.

(a)

Figure 4.6.Backpropagation: forward (a), backward (b) pass

4.4.3  Regularization

Besides L1 and L2 losses, the two most popular regularization techniques in ANN are

dropout and early stopping.

Dropout [46] is a regularization technique specifically for neural networks. During

training, network units are randomly removed along with all incoming and outgoing

connections. Dropout is controlled by the hyper-parameter p ∈ [0, 1], which indicates the

probability that a neuron is kept in the network. After training, all nodes are reinserted into

the network. Dropout reduces overfitting since the dropped nodes have learned from only a

portion of the data.
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Early stopping [4] is a regularization method that can be used in any iterative

optimization algorithm. Usually, the stochastic gradient descent runs for a certain

predefined number of epochs. As soon as a stopping criterion is true, the training process is

stopped immediately. The stop criterion monitors the training error and indicates if its

value does not change on successive iterations, which means that the algorithm is stuck in

a local minimum and further parameter adjustments are unnecessary and lead to

overfitting.

4.4. Convolutional Neural Networks for Head-Mouse Control
4.4.1 Basic architecture

The CNN is adeep learning structure with one or more convolutional, pooling, and

feedforward layers (Figure 4.7). In MLPs, each neuron has its own weight vector; however,

in CNNs, neurons share weight vectors, limiting the number of weights that may be taught.

Using the weight sharing technique, neurons use convolution filters to perform

convolutions on the input data. The pooling layer receives the output features from the

convolutional layers.The generated feature map is activated using the activation function

f(x)=max(0,x) in a ReLUlayer that sits between the convolution and pooling layers. The

image size is lowered after numerous convolutional and pooling layers, and more complex

characteristics are extracted. The contents are then shifted into a one-dimensional vector

with a tiny enough feature map, which is then supplied into the fully linked layer. The

CNN's output is computed by the fully linked layer.

Figure4.7. Convolutional Neural Networks
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Convolutional layers are found in CNNs and are defined by an input map I, a bank of

filters K, and biases b. Here ∈ , ∈ for input image with height H, width

W, and channels (red, blue, and green) C = 3 and for a bank of D filters and biases bRD

one for each filter.

The convolutional output is:

( ∗ ) = ∑ ∑ ∑ , , . , , + (2)

Assume that the first layer is l = 1 and the last layer is l = L, and that x is the input with aH

x W dimension with iterators i and j. The iterators in the kernel with the k1xk2 dimension

are m by n. , is the weight matrix l connects the neurons of the l layer with the neurons

of the l-1 layer. At layer l, the bias unit,the convolved input vector , plus bias is

represented at layer l as:

, = ∑ ∑ , , + (3)

Ifl=1, then , becomes the CNN input vector.  Atllayer, , is the output vector while the

activation function (⋅)is given by:

, = ( , ) (4)

The fully connected layer's nonlinearity is incorporated into its neurons, rather than in

distinct layers like the convolutional and pooling layers. The convolutional and pooling

layers' output is calculated as:

, = ( (∑ ∑ , , + ))                                                     (5)

Following pooling, the flatten operation was used to concatenate the acquired features

using = flatten( , ). A fully-connected layer y = F( ) is used to turn the

given feature vector into model outputs.
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Thelearning of wight coefficients which are unknown parameters of CNN begins after the

output signals have been obtained. Let's call the CNN unknown parameters as . In order

to determine the precise values of parameters, an appropriate loss function is created. This

is accomplished by using input-output training pairs {(x(i), y(i)); i ϵ[1,...,N]} to minimize the

loss function. The i-th input data is x(i), and the matching output goal data is y(i). If we

represent the current output of CNN as o(i), we can calculate CNN's loss as follows:

= ∑ ; ( ), ( ) (6)

The loss function is minimized when the CNN is being trained. The exact values of the

parameters are obtained as a result of the training. The learning algorithm Adam optimizer

(adaptive moment estimation) is utilized for adjusting the unknown parameters and finding

their appropriate values (Kingma& Jimmy, 2015). In this learning algorithm the first-order

gradient of Loss function is used for updating the parameter values. The approach is a

stochastic optimization that computes individual adaptive learning rates for different

parameters using the first and second moments of the gradients (Kingma& Jimmy,

2015).Adam optimizer algorithm used in this thesis is presented in Figure 4.8.

Figure 4.8.Adam optimizer (Kingma& Jimmy, 2015).
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Deep CNN requires a large amount of training data to be trained effectively. Data

augmentation is used to resolve this issue and offset the relative paucity of data compared

to the amount of parameters in CNNs. Existing data is turned into new data without

changing its character in data augmentation. For data augmentation, geometric

transformations such as rotation, translation, shearing, zooming, and flipping are used.

4.5.2 Convolutional Layer

In CNN, convolution is used to generate a feature map from the input, which can be

the original image or another feature map. The main goal of using convolution in ANNs is

to exploit the special structure of the input and learn how to transform it into the most

informative form.

In practice, the behaviour of the convolutional layer is controlled with a set of

hyperparameters, which brings flexibility to the design of neural networks and allows them

to be adapted to different problems:

The kernel size defines the dimensions of the convolutional kernel. It controls the

range of input to which the neurons are sensitive. The choice of the appropriate value for

this parameter almost always depends on the data set. One possibility is to set the kernel

shape of the first layer according to the scale of the images to capture important details,

such as edges. However, for deeper layers, there is no rule of thumb and the optimal kernel

size is determined experimentally. In the case where the input contains multi-channel

images or arbitrary three-dimensional data, the kernel itself is often three-dimensional.

The number of kernels controls the number of dimensions of the layered output

since each kernel would generate its own feature map. Increasing the number of kernels

can help reduce information loss in architectures where the feature map size decreases with

each layer. It also controls the capacity of the model - as the number of kernels increases,

so does the total number of parameters that can be trained.

Padding: the convolution is undefined at the input boundaries since part of the

kernel cannot match any input values. To overcome this problem and apply convolution in

corner cases, the input can be framed with zeros. The number of input values for which
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convolution is defined directly affects the size of the output, so padding can be used to

control it.

Stride controls the "step" of the convolution filter. A Stride value of two would

mean that after applying convolution to some pixels, two pixels are skipped in all

dimensions. By manipulating Stride, we can regulate the overlap of different receptive

fields and the reduction of the output size. Let nin, nout, k, p, s be the total number of inputs

and outputs, the total kernel size, the padding size, and the stride, respectively. Then the

following relation holds [15]:

3.5.3 Pooling

A typical convolutional layer consists of three stages:

1) Applying convolutions to produce intermediate results.

2) Passing intermediate results through a non-linear activation function, like in the

standard multilayer perceptron. It is sometimes called the detection stage.

3) Applying a pooling function.

The pooling function replaces rectangular areas of the input with their summary. It can be

viewed as a non-linear downsampling method.

Let [ai,j] = A ∈Rn×mbe a real matrix that represents a feature map region that is being

passed to a pooling function. Most commonly used pooling methods include:

- Max pooling, which replaces the input region with its maximum value:( ) = ( ) = ({ , | ∈ 1, . . . , , ∈ 1, . . . , }). (4.5)

- Average pooling and weighted average pooling aggregate the input region by

taking its average or a weighted sum, which can be based on the distance from the

region’s center:
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- L2 pooling computes the L2 norm of the vector constructed by “unfolding” the

input region.

Figure 4.9.Pooling

Pooling is sometimes considered a separate layer, but in most popular architectures

it always follows the convolution and can be considered part of it. However, it can be

situation-dependent and there are successful architectures that use pooling following

several stacked convolution operations or that do not use pooling at all [45]. It can be set

with padding and stride hyperparameters, analogous to convolution.

Pooling is used to reduce the number of variables in the model to prevent

overfitting and improve computational efficiency. However, heavy use of pooling can lead

to aggressive information loss and underfitting, so it should be treated with caution.

Another purpose of using a pooling function is to introduce translation invariance into the

model [15]. By considering entire regions instead of separate input values, pooling helps to

emphasize the value of the feature more, regardless of its position. As a result, the network

becomes resistant to small perturbations in the input.

3.5.4 Batch Normalization
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The batch normalization layer [24] normalizes the output of the layer before it. Let X ⊆

D be a batch of inputs, then:

By centring and scaling the feature maps batch normalization makes the gradient

computation more robust because. The main goal of the layer is to discard the change in

the distribution of hidden layer outputs, which can happen in the process of training. This

simplifies learning and provides faster convergence toward the minimum. The values of γ

∈ R and β ∈ R are determined in the process of learning.

Figure 4.10. CNN structure

4.5.5.Properties of CNN

In traditional fully connected layers, every output is connected to every input. In CNN,

neuron connections are restricted to only the subset of adjacent inputs through the kernel.

This subset of neurons is sometimes referred to as the neuron's local receptive field.

This approach aims to detect local patterns and small details in the input.

41

The batch normalization layer [24] normalizes the output of the layer before it. Let X ⊆

D be a batch of inputs, then:

By centring and scaling the feature maps batch normalization makes the gradient

computation more robust because. The main goal of the layer is to discard the change in

the distribution of hidden layer outputs, which can happen in the process of training. This

simplifies learning and provides faster convergence toward the minimum. The values of γ

∈ R and β ∈ R are determined in the process of learning.

Figure 4.10. CNN structure

4.5.5.Properties of CNN

In traditional fully connected layers, every output is connected to every input. In CNN,

neuron connections are restricted to only the subset of adjacent inputs through the kernel.

This subset of neurons is sometimes referred to as the neuron's local receptive field.

This approach aims to detect local patterns and small details in the input.

41

The batch normalization layer [24] normalizes the output of the layer before it. Let X ⊆

D be a batch of inputs, then:

By centring and scaling the feature maps batch normalization makes the gradient

computation more robust because. The main goal of the layer is to discard the change in

the distribution of hidden layer outputs, which can happen in the process of training. This

simplifies learning and provides faster convergence toward the minimum. The values of γ

∈ R and β ∈ R are determined in the process of learning.

Figure 4.10. CNN structure

4.5.5.Properties of CNN

In traditional fully connected layers, every output is connected to every input. In CNN,

neuron connections are restricted to only the subset of adjacent inputs through the kernel.

This subset of neurons is sometimes referred to as the neuron's local receptive field.

This approach aims to detect local patterns and small details in the input.



42

Figure 4.11. Local receptive fields

Despite the typically small size of the receptive field, neurons located in the deeper layers

interact indirectly with the larger area of input. It is in the nature of convolution that when

the output of the layer is defined to be smaller than the input, its feature map consists of

aggregated input regions. Following this principle, feature maps in the deepest layers of the

network will assemble "dense" information describing interactions between different

regions of the input.

Figure 4.12. Deep indirect interactions

One of the major drawbacks of the multilayer perceptron is the large increase in the

number of trainable parameters with each new layer added to the model, making the

models impractical to train and limiting the breadth and depth of the network. Meanwhile,

convolutional layers have far fewer parameters distributed throughout the layer.

Let m, n be the number of neurons in two consecutive layers, respectively, then a

traditional fully connected layer would have n(m + 1) trainable parameters (with the

addition of biases). But convolutional layers with kernel size w × h end up having the sum

of wh + n weights and biases. This number can be sufficiently smaller than that of the fully

linked layer.

Thus, parameter sharing leads to a smaller number of model parameters and positively

affects the computational and storage costs during training and prevents overfitting.
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However, it is worth noting that for some problems it is useful to have non-shared

parameters. For example, in the face recognition problem, where the dataset contains

centred and normalized images, different filters would capture different information, but at

a higher computational cost.
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CHAPTER 4
MODELLING OF CNN BASED HEAD MOUSE CONTROL

5.1. Design of CNN based head mouse control system
Haar Cascade classifiers and CNN are used to construct a mouse control system with head

movements and eye blinking for persons with disabilities. The system receives images

from the camera in front of the user as input. Haar Cascade Classifier uses input image to

segment and extract the head profile and eyes of user. Two CNN models are employed for

extracted images.The first CNN1 model is used for user’s head profile, the second CNN2

model for ueyes of user. The CNN takes the user's head profile as input and identifies the

user's face direction (left, right, forward, down, and up). The mouse pointer is moved in the

correct direction using this information.The second CNN structure takes the eyes retrieved

from the head-shoulder profile as input. The cropped eye image is fed into the second CNN

structure, which detects whether the eye is open or closed. This data is utilized to make a

mouse click. The left mouse button is triggered by the left eye, whereas the right mouse

button is triggered by the right eye.

The four parameters of height,width, depth, and number of classes are used to define

CNN models in this thesis. The input photos' width and height are specified. The number

of channels in the incoming images determines the depth. The user's head-shoulder profile

input is 64x64x3, with width 64, height 64, and depth 3 in standard RGB. 24x24x3 is the

size of the retrieved eye input.

As the layers are added one by one, the CNN models are defined sequentially. (See

Figure 3.) The structure of the developed CNN1 used for head direction detection is shown

in Table 1. The first convolutional layer employs 64 convolutional filters with 5x5 inputs

each. When the input is less than 0, the Rectified Linear Unit (ReLU) activation function

outputs 0; otherwise, it outputs 1. Following these steps, 2x2 max pooling is applied in

both the x and y directions. The second and third convolutional layers used 128 and 256

convolutional filters, respectively, to execute the same tasks.

The initial CNN structure employs 64 filters in the first convolutional layer, 128 filters

in the second convolutional layer, and 256 filters in the third convolutional layer, as

previously mentioned. The ReLU activation layers are employed between the

convolutional layers to prevent over-matching. A flattening layer is performed after the
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convolutional layers to retrieve the output of the last convolutional layer, and the output

space is smoothed into a single vector. 1000 input nodes and 5 dense output nodes (since

we have 5 classes - left, right, up, down, and no action) are utilized in the dense fully

linked layer for classification in the first CNN model after flattening.The same processes

are applied and employed in fully linked networks with two outputs for classification

purposes in the second CNN structure (because the classification is binary whether "open"

or "closed"). The structure of CNN2, which is utilized to detect eye states, is shown in

Table 2.

Table5.1. The structure of the CNN1 model Table5.2. The structure of the CNN2 model

Layer Type Output Shape Param

Input Layer Input 64 x 64 x 3 0

Conv 1

Conv1 64 x 64 x 64 4864

ReLU 64 x 64 x 64 0

Pool1 32 x 32 x 64 0

Conv 2

Conv2 32 x 32 x 128 204928

ReLU 32 x 32 x 128 0

Pool2 16 x 16 x 128 0

Conv 3

Conv3 16 x 16 x 256 295168

ReLU 16 x 16 x 256 0

Pool3 8 x 8 x 256 0

Classification

layer

Flatten 16384 0

Dense1 1000 16385000

ReLU 1000 0

Dense2 5 5005

Softmax 5 0

Layer

Type

Output

Shape

Param

Input Layer Input 24 x 24 x3 0

Conv 1

Conv1 24 x 24 x 64 4864

ReLU 24 x 24 x 64 0

Pool1 12 x 12 x 64 0

Conv 2

Conv2 12 x 12 x

128

204928

ReLU 12 x 12 x

128

0

Pool2 6 x 6 x 128 0

Conv 3

Conv3 6 x 6 x 256 295168

ReLU 6 x 6 x 256 0

Pool3 3 x 3 x 256 0

Classification

layer

Flatten 2304 0

Dense1 1000 2305000

ReLU 1000 0

Dense2 2 2002

Softmax 2 0
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5.2. Modelling
A "head-mouse control system" for people with disabilities is being designed using the

CNN-based classifier system. With the parameters provided in Figure 5.1, the Tensorflow

framework is employed. Our hand-crafted dataset was utilized to predict head posture. The

dataset contains 853 photos of 7 persons from our university who are of various nations,

genders, and ages. A hair cascade classifier is used in the first stage to recognize the head

profile and eyes. The process of head and eye recognition is depicted in Figure 5.2. Image

categorization is done when CNN is used to recognize the head profile. 90% of the photos

are used for training, while 10% are used for testing in the system design.This also aids in

the reduction of overfitting and the enhancement of performance. To acquire more accurate

findings from tiny datasets, several generating techniques such as cropping, shifting,

random rotations, and so on were used in the data augmentation phase. The system's design

includes 50 training epochs, a 1e-3 learning rate, and 64 batch sizes. The loss function

values and accuracy obtained for training and validation are shown in Figure 6. The system

is tested after it has been trained. For the test data, an RMSE of 0.0076 and an accuracy of

99.76 percent were attained.

Figure5.1. Fragment of Head Pose Dataset
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categorization is done when CNN is used to recognize the head profile. 90% of the photos

are used for training, while 10% are used for testing in the system design.This also aids in

the reduction of overfitting and the enhancement of performance. To acquire more accurate

findings from tiny datasets, several generating techniques such as cropping, shifting,

random rotations, and so on were used in the data augmentation phase. The system's design

includes 50 training epochs, a 1e-3 learning rate, and 64 batch sizes. The loss function

values and accuracy obtained for training and validation are shown in Figure 6. The system

is tested after it has been trained. For the test data, an RMSE of 0.0076 and an accuracy of

99.76 percent were attained.

Figure5.1. Fragment of Head Pose Dataset
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Figure 5.2. Detection of eyes

5.3.Simulation Results and Discussion
The CEW dataset (Song et al., 2014) is utilized for eye classification, and it contains

2385 closed and 2463 open 24x24 pixel eye pictures. Eye classification is conducted after

recognizing the eyeballs with the Haar cascade classifier. Figure 5.3 depicts the plots of

loss functions and accuracies for training and validation data sets for head classification,

correspondingly.CNN2 uses 90% of the photos in its design, just as CNN1. 70 percent of

this 90 percent is used for training, and 30 percent is used for CNN2 validation. The

remaining 10% of the information is used for testing. With 50 epochs, the CNN2 model is

trained.Figure 5.4 shows the training and validation results for eye classification obtained

for loss and accuracy. The system is tested after it has been trained. For the test data, an

RMSE of 0.0575 and an accuracy of 97.42 percent were found.
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Figure5.3. Training and validation results obtained for loss and accuracy of head

classification

The performance of the head mouse control system is illustrated for the train, assessment,

and testing stages using CNN1 and CNN2 models. RMS, ACC, and AUC values are

determined during the simulation. Table 5.3 shows the training, evaluation, and testing

stages of each model's outcomes.

Figure5.4. Training and validation results obtained for loss and accuracy of eyes
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Table 5.4 shows the results of the performance of the most competitive models tested for

head-mouse control. The papers that offered the accuracy results were taken into

consideration. The simulations were run using the authors' personal databases. As

indicated, some studies use a sensor-based strategy for head-mouse control, while others

utilize a vision-based approach. The introduction section contains analyses of several of

these works. When authors reported various findings using the same approach, only the

best was used in the table.The performance of the CNN models described in this paper is

shown in Table 5.5. The findings of CNN models are clearly superior to those of the

approaches based on vision-based techniques shown in Table 5.4.

Table5.3. Performances of the CNN models

Model
Training Validation Testing

RMSE AUC ACC RMSE AUC ACC RMSE AUC ACC

Eye 0.0585 0.9925 96.09% 0.0593 0.9891 95.21% 0.0575 0.9883 97.42%

Head 0.0196 0.9996 99.72% 0.0094 1.0000 98.84% 0.0076 0.9999 99.76%

Table5.4. The simulation results of the selected studies obtained for the head-mouse

control

Author (Year) Technique Performance

Arai and Mardiyanto

(2010)

Vision-based 90%

Alhamzawi H.A. (2018). Vision-based 95%  (Detection)

84.86% (Clicking)

Su et al. (2005) Vision-based (Eye tracking) 99%

Eom et al. (2007). Gyro-sensor based 93%

Tolle and Arai (2016) Sensor based 80 % (average)

Sawicki and Kowalczyk

(2018).

Sensor and vision based 95.14% (Total error rate

4.86%)
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Chen (2001) Sensor based 97.8% (nondisabled)

95.1% (disabled)

King et al. (2005) Gyro-sensor based 99.85%

Ngyen et al. (2006) Gyro-sensor based 93.75%

Naizhong et al. (2015) Vision-based (Mouth tracking) 97.09% (average)

Varona et al. (2008) Vision based 97.3%

Jian-Zheng and

Zheng(2011)

Vision-based and LK algorithm,

Gentleboost algorithm (Eye

detection)

97.7%

Zhao et al.(2012) Vision-based and LK algorithm

(Eye detection) 92.6% (average)

Zhao and Yan (2011) Vision-based (Eye detection) 90%

Mehrubeoglu et al. (2011) Vision-based (Eye detection) 95.44% (ideal eye)

90.13%(moving eye)

Li et al. (2016) Vision-based (Eye detection) 85.3%

Wu et al. (2008) Vision-based (Head pose

estimation, KDA with Gaussian

kernel)

94.0%

The performance of the CNN models employed for head-mouse control is compared to the

performance of the MLP and HOG -SVM models for comparison (Table 5). A series of

experiments were carried out with MLP in the first phase in order to determine its ideal

structure. The structure of MLP1 used for head classification has been determined as a

consequence of the tests (2352, 500, 5). The number of input nodes is 2352, the number of

hidden nodes is 500, and the number of output nodes is 5. (clusters). The structure of

MLP2, which is used to classify eyeblinks, is as follows: (1728, 500, 2).The number of

input, hidden, and output nodes is 1728, 500, and 2, respectively. The loss function and

head classification accuracy are calculated to be 0.2340 and 92.15 percent, respectively.

For eyeblink classification, the loss function and accuracy were determined to be 0.2353

and 91.29 percent, respectively. SVM is used to replicate head and eye blink classifications

in the next stage. The histogram gradient technique (HOG) was utilized to extract features
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during the simulation. SVM is fed the features that represent the images for

classification.The loss function values (RMSE value) for head and eyeblink classification

were found to be 0.2019 and 0.0652, respectively, as a consequence of the simulation. For

head and eye lens categorization, the accuracy scores were 98.12 percent and 93.48

percent, respectively. The CNN models perform better than the MLP and HOG-SVM

models, as seen in the table. The comparative result indicates the effectiveness of CNN in

head-mouse control.

Table 5.5.Comparative Results

Model

Head Eye-blink

RMSE ACC RMSE ACC

MLP 0.1108 92.15% 0.5353 91.29%

HOG+SVM 0.2019 98.12% 0.0652 93.48%

CNN 0.0076 99.76% 0.0575 97.42%
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CHAPTER 6
CONCLUSIONS

- It is difficult, if not impossible, for disabled people with spinal cord injuries to make

efficient use of computer technologies. Designing an effective human-computer

interface for impaired persons is extremely beneficial, and it can even lead to career

prospects.The analysis of existing head-mouse systems that used a human-computer

interface has shown they have several limitations. Some of them require special

hardware, such as certain cameras or sensor-based devices, some- have additional

components and the user has to wear these components. These systems use special

methods to solve feature extraction and classification problemsand they are expensive,

inconvenient, and provide limited data for future computers.Therefore, in the thesis,

deep learning using Convolutional Neural Networks (CNN) is proposed for solving

this problem. The proposed system does not use special hardware for wearing and

integrates images’ feature extraction and classification stages in the unified body of

CNN, which allows simplifying the system architecture used for image recognition.

- The structure of the head-mouse control system is proposed using CNN. The proposed

system includes two subsystems that are head movements recognition and eye states

detection and each one includes image capturing, processing and classification stages.

The performance of the proposed system was improveddue to its designed architecture

and learning property of CNN.

- The learning algorithm of CNN based head mouse control system has been designed

using adaptive moment estimation (Adam optimizer).

- The design of the head-mouse control system is carried out by implementing the

design CNN based system for recognition of head movements and the design of CNN

based system for detection of eye states.

- For experimental evaluation of the proposed system, the CEW data sets that include

4848 eye images and 853 head images designed in the AppliedArtificial Intelligence

Research Centre of NEU were taken.The results obtained from experiments have

shown CNN based head-mouse control system requires few preprocessing steps and

provides high accuracyboth for head movement recognitionand eye states detection.
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The accuracy of head movement recognition was obtained as99.76%, accuracy of eye

states detection- 97.42%.

- Without any additional hardware, the designed system can identify the head direction

and eye states from the camera image and utilize them to operate the mouse pointer.

The system is quite robust and effective, according to the findings of the experiments.

The described idea can be used to manipulate a computer mouse by disabled people.
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