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ABSTRACT 

Artificial Intelligence tools have become common almost for every kind of application in 

human lives. The most critical and vital applications are the medical implementations where 

human health and life is at stake. Brain tumor classification and the progress following is a 

kind of medical applications. The medical doctors should follow the tumors' progress to 

observe the effect of the treatment and might direct the therapies about starting, continuing, 

or changing. In this thesis, the Brain Tumor Progress dataset was considered to classify the 

progress of brain tumors as initial and progress classes. The convolutional neural networks 

were implemented and trained using all slices of MRI images. Different convolutional neural 

network architectures, which were designed for testing the effect of adding/removing layers 

on classification rates, were considered. The results were validated using a 5-fold cross- 

validation technique, and four metrics were used as evaluation criteria. The optimal 

architecture was determined to classify brain tumor progress for a considered particular 

dataset, and the optimal classification rates were achieved by the median depth of the CNN's 

implemented in this thesis. 

The optimal classification accuracy was achieved as 92.53% and obtained by a CNN with 

two convolutional (64x32 filters) and two dense layers (128x32 neurons). 

Keywords: convolutional neural networks, brain tumor, progress follow, MRI images 
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OZET 

 
 

Yapay Zeka araçları, insan hayatındaki hemen hemen her türlü uygulamada yaygınlaşmıştır. 

En kritik ve hayati uygulamalar, insan sağlığının ve hayatının söz konusu olduğu tıbbi 

uygulamalardır. Beyin tümörünün sınıflandırılması ve ardından gelen gelişmeler bir tür tıbbi 

uygulamadır. Tıp doktorları, tedavinin etkisini gözlemlemek için tümörlerin ilerleyişini takip 

etmelidir ve tedavileri başlatma, devam etme veya değiştirme konusunda yönlendirebilir. Bu 

tezde, Beyin Tümörü İlerleme veri setinin beyin tümörlerinin ilerlemesini başlangıç ve 

ilerleme sınıfları olarak sınıflandırdığı düşünülmüştür. Evrişimli sinir ağları, MRI 

görüntülerinin tüm dilimlerini kullanarak uygulandı ve eğitildi. Katman ekleme / çıkarma 

işleminin sınıflandırma oranları üzerindeki etkisini test etmek için tasarlanmış farklı 

evrişimli sinir ağı mimarileri dikkate alınmıştır. Sonuçlar, 5 kat çapraz doğrulama tekniği 

kullanılarak doğrulanmış ve değerlendirme kriterleri olarak dört ölçüm kullanılmıştır. 

Optimal mimari, dikkate alınan belirli bir veri kümesi için beyin tümörünün ilerlemesini 

sınıflandırmak için belirlendi ve optimum sınıflandırma oranları, bu tezde uygulanan 

CNN'lerin medyan derinliği ile elde edildi. 

Optimal sınıflandırma doğruluğu% 92.53 olarak elde edildi ve iki evrişimli (64x32 filtreli) 

ve iki yoğun katmanlı (128x32 nöron) bir CNN ile elde edildi. 

 
Anahtar kelimeler: evrişimli sinir ağları, beyin tümörü, ilerleme takibi, MRI görüntüleri 
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CHAPTER 1 

INTRODUCTION 

 

1.1 Background 

 

One of the most challenging problem in healthcare is the diagnosis of diseases; the medical 

core used to struggle when it comes to the detection and treatment of viruses, tumors etc. Up 

to now there is no treatments for more diseases in case of viruses there is only supportive 

care and for the tumors it depend of the genera of tumors and the most common used method 

is the surgery this helps to remove the cancer this must be done without any damage. With 

the development and the recent popularity of intelligent computers also known as artificial 

intelligence; artificial intelligence techniques have shown good results when it is apply in 

the diagnosis and detection of diseases. Deep learning is one of the most used method of AI 

when it comes to the detection of images by using the convolutional neural networks, CNN 

is mostly used in computer vision for image detection and classification; the recurrent neural 

network is commonly used for speech recognition. 

 
 

1.2 Brain Tumors 

 

Human most vital organ which operate with billions number of cells is known as the brain; 

brain tumor can be define as the set, group or a collection of anomalous cells that are stack 

in the brain. This anomalous stack cells in the brain are one of the main reason that causes 

brain tumor and they are dangerous to the healthy cells and they can destroy the normal 

functionality of the healthy cells in the brain. The brain surrounded bone also known as the 

skull are very fragile if they encounter an inside problem such as growth, this can cause 

damage to the brain. Brain tumor can be classified into two genera which are cancerous and 

noncancerous generally known as malignant and benign respectively. Brain tumor can also 

be classified as low grade for benign (Grade I and Grade II) and high grade for malignant 

(Grade III and Grade IV). Malignant brain tumors is the fatal and it causes cancer it 

originated from the rapid growth of boundaries which is not yet defined. Malignant brain 

tumor can be primary or secondary. Primary malignant are the tumor that begin in the brain 

itself and the tumor that come from different part of the human body are secondary 

malignant. Benign brain tumor begin in the brain and they grows slowly only in the brain 
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not somewhere. Benign is less aggressive compared to malignant (Mohsen et al, 2018, 

Kalyani et al, 2017). 

In 2007 with the update of the Central Nervous System (CNS) by the World Health 

Organization (WHO), brain tumors can be classified in seven types according to their 

histology sorts and supposes cellular source. The seven classified major categories of brain 

tumors by WHO contains the meninges tumor, the neuroepithelial tissue tumor, the 

paraspinal nerves and the cranial tumor, the hematopoietic neoplasms and the lymphomas 

tumor, the metastatic tumor, the sellar region tumor and final the germ cell tumor (Strong 

MJ, Garces J, Vera JC, Mathkour M, Emerson N, et al, 2015). 

 
 

1.3 Deep Learning 

 

Deep learning is the extend version of artificial neural network due to the limitation of 

artificial neural network and the problem leading to over-fitting and vanishing gradient deep 

learn was implemented in order to overcome the said limitations. Deep learning is subfield 

of machine learning which works on two or more hidden layers compared to the traditional 

neural networks where there is only a single hidden layer. 

 
 

 
Figure 1. 1: Illustration of deep learning and artificial neural network architectures (June- 

Goo Lee et al, 2017) 

 

 
 

Figure 1.1 above gives an illustration of the difference between deep learning and artificial 

neural network. The structure A is a deep learning architecture with multiple hidden layers 

and the structure B is the shallow artificial neural network with a single hidden layer. Deep 
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learning is commonly used for image and speech recognition tasks (June-Goo Lee et al, 

2017). The most popular methods used in deep learning are recurrent neural network (RNN) 

and convolutional neural network (CNN). RNN is used for speech recognition and the CNN 

is used for image recognition (June-Goo Lee et al, 2017). 

 
1.4 Problem of the Study 

 

The CNN is widely applied in medical classification tasks; but, the determination of the 

optimal architecture is a significant challenge. This directs researchers to implement pre- 

trained networks and to use transfer learning in their studies to transfer knowledge via pre- 

defined architecture to their problem domain. 

However, the train process of pre-trained networks require huge computational time and this 

limits the number of experiments to modify architectures and tune the models in order to 

achieve optimal results. 

 
1.5 Aim of the Study 

 

One of the fatal and dangerous cancer is the brain tumor therefore detecting it in the early 

febrile is necessity for the patients and radiologists. Due to the cost and the lack of material 

when it comes to the diagnosis of the brain tumor we suggest the use deep CNN in order to 

help the radiologist to diagnose the cancer at low cost and with high accuracy result. The 

main objective of the study is to implement a deep CNN to classify brain tumor progression 

with high accuracy to assist medical doctors in following the progress of the tumors. 

In addition, several CNN architectures are implemented and comparative evaluation is 

performed in order to determine the optimal architecture for the considered dataset and to 

observe the effect of the layer numbers on classification rates of tumor progress. 

Due to the massive training time of pre-trained networks, CNN layers are minimized to 

overcome this problem and to demonstrate the classification ability of the light deep CNN 

in brain tumor progression. 
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1.6 Thesis Outline 

 

The rest of the thesis is organized as follows: 

Chapter Two presents the literature review on brain tumors, brain tumor progression and 

deep learning implementations on these. 

Chapter Three explains the fundamentals of convolutional neural networks in detail. 

Chapter Four presents the design of experiments, considered dataset, evaluation metrics in 

detail. 

Chapter Five presents the experimental results, comparisons and discussions. 

Chapter Six concludes the results obtained in this thesis. 
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CHAPTER 2 

LITERATURE REVIEW 

 

2.1 Overview 

 

Several related research have been conducted in the past concerning this topic. In the same 

manner, will be reviewing the previous works concerning application of deep learning in 

healthcare, there is a significant amount of informatics systems that has been developed 

concerning the usability of deep learning and some domain of artificial intelligence in 

medical area. 

 
 

2.2 Deep learning in healthcare 

 

Due to the financial cost and higher demands in the detection of the Covid-19. Sekeroglu et 

al. collected chest X-ray images for the diagnosis of Covid-19 using deep learning. The main 

objectives are to use deep learning due to its ability in the detection of images and to reduce 

the cost when it comes to the diagnosis of Covid-19. During the experiment Sekeroglu et al, 

collect three categories of X-ray images; 1583 of healthy patients, 4292 of patients with 

pneumonia and 225 of patient with Covid-19 confirmed cases. DL and ML classification 

approaches were implement on the collected images, using the neural network. 38 

experiments were concluded; five machine-learning techniques were used in 10 experiments 

and 14 experiments were concluded using the transfer learning, in order to evaluate the 

models performance image data and statistical data were separate during the experiments, 

the eightfold cross-validation was used. As part of the result Sekeroglu et al, find an accuracy 

mean of 98.52%, a specificity mean of 99.18%, and a sensitivity mean of 93.84% and 

reached 96.51% under the curve score. Sekeroglu et al, conclude that artificial intelligence 

techniques can play an important role when it comes to the diagnosis of Covid-19 and in 

order to improve the results of the conducted study and based on the obtained results more 

research is needed in the future that will provide more information using CNN architecture. 

 
Chougrad et al 2018, research is based on the challenge and difficulties that radiologists 

mostly have in the classification of mammography mass lesions that commonly trend to 

needless breast biopsies. Chougrad et al, implement a computer-aided diagnosis system- 
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using DCNN, the objective of the developed system is to helps radiologists who struggle 

with classification of mammography mass lesions. Mostly deep learning require huge 

amount of data in order to train the network from scratch, however the transfer learning is 

the method that deals effectively with small amount of datasets in case of medical images. 

As of result Chougrad et al, study the use of transfer learning to determine the accurate fine- 

tuning strategy when it comes to the training of CNN model. Chougrad et al find 0.98 AUC 

and 97.35% accuracy on the DDSM database, 0.97 AUC and 95.50% accuracy in INbreast 

database and using the BCDR database the following are the result get 96.67% accuracy and 

0.96 AUC. For the developed Computer-aided Diagnosis and it efficiency to classify images, 

the system was tested on an independent database and the accuracy of the system is 98.23% 

and 0.99 AUC. 

In conclusion, due to the accuracy of the system and the result demonstrate, this system can 

be used in the prediction of the mass lesions when it is benign or malignant. 

 
Lee KJ et al 2020, propose a comparison between the diagnostic performance of a single and 

multiple trained deep learning algorithm by radiologists in the diagnosis of mastoiditis. Lee 

KJ et al, used a total of 9,988 mastoid series, the classification were made into two categories 

one is normal and the other one is abnormal this is based on the find radiographic mastoiditis. 

From the find mastoid series 792 temporal image classified as gold standard test with bone 

CT, the others were divided in random training and validation with respectively number 

(n=8,276) (n=920) for the develop deep learning algorithm. The single trained algorithm 

diagnostic performance were compared with the multiple trained algorithm, the performance 

of the algorithms were evaluate by two radiologists. Lee KJ et al, conclude that the multiple 

trained deep learning algorithm provide good results compared to the single trained deep 

learning algorithm and deep learning algorithm diagnostic performance for the detection of 

mastoiditis can be compared to the radiologists and sometime the algorithm provide better 

result than radiologists. 

 
Li et al 2019, Propose a fundamental review of deep learning, the general techniques and the 

importance of deep learning in healthcare. Data were collected from the Institute of Electrical 

and Electronics Engineering and the PubMed databases publications, these data implement 

variation of different deep learning methods. Li et al classified the collected data into 4 
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categories which are the electronic health record, biological system, physiological system 

and medical image. Furthermore Li et al, discuss the challenge of deep learning and the 

future research that will improve the health management and that will support the new 

internet technology and physiological signals. 

 
Lee et al 2020, proposal is the transfer learning evaluation with the DCNN based on the layer 

depths and the degree of the fine-tuning. The aim is to evaluate the performance of DCNN 

in Chest X-ray based COVID-19 and the efficiency of the transfer learning. The Chest X- 

ray images used were collect from the available public databases. Images are classified in 3 

classes which are normal, Covid-19 and pneumonia, in order to evaluate the depths layer, 

two methods of CNNs were used the VGG-16 and VGG-19, and these techniques are used 

as the backbone networks. The result find by Lee et al, shows that the value of the AUC is 

higher and it is evaluate to 0.950 when it comes to the classification of Covid-19 in fine- 

tuned with 2/5 block of VGG16 backbone. Lee et al conclude that medical images 

classification is limited in amount of data and depths layer, this limitations cannot guarantee 

good results. 

 
Fourcade et al 2019, proposed an investigation on the impact of AI in healthcare, the role of 

deep learning algorithms in the medical images analysis. The investigation is based on “the 

role played by deep learning algorithms in image recognition, the improvement of the visual 

diagnosis in medicine?” Fourcade et al, used the systematic review of the previous related 

topics published before May 2019, CNNs is the method used for medical images analysis. 

As of result Fourcade et al, used 352 papers from the PubMed database, from the collected 

352 papers, 327 were excluded because they were not related to the topic, the remaining 25 

related papers were used to investigate on the role of DL algorithms in the analysis of medical 

images, these papers were published from 2013 to 2019. Most of the authors were from 

North America and Asia. Fourcade et al, conclude that CNNs is not the solution in the 

replacement of medical doctors, however it can be used in the optimization of the routine 

tasks. 

 
Xin et al 2019, propose and innovative training due to the error of the back propagation 

algorithm, Xin et al propose a depth neural network in order to find the maximum and 
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minimum interval separately when it comes to the classification error. Xin et al, used two 

techniques which will helps to obtain the better results, the proposed techniques are the 

M3CE and the cross entropy, these techniques were tested on two well-known deep learning 

databases, the MNIST and CIFAR-10. M3CE have shown better results compared to the 

cross entropy, the M3CE produce better results in both databases. Xin et al, conclude that 

more research is needed, in terms of comparison between deep convolutional neural network 

and human brain. 

 

Faust et al 2018, Did a scientific research on deep learning in physiological signal, 53 related 

papers were collected, the papers collected were based on Electrooculogram, 

Electrocardiogram, Electromyogram and the Electroencephalogram, these types were used 

in order to create a structure that provides a content review. During the review Faust et al, 

find out that the deep learning method provide better result when it is applied to the huge 

amount and varied datasets compared to the classic analysis and classification method. In 

conclusion much effort is needed in order to detect diseases with less effort using 

physiological signals. 

 
 

2.3 Deep Learning in Diagnosis of Brain Tumor 

 

It is challenging and very difficult to detect brain tumor manually radiologists use to struggle 

when it comes to the diagnosis of brain tumor using traditional techniques, in order to avoid 

the said difficulties Khan et al, propose the development of an adopt multimodal automated 

classification using deep learning method for the classification of brain tumor types. The 

proposed multimodal brain tumor classification works on 5 steps, which are (i) by the used 

of the histogram edge-based equalization the linear contrasts stretching is introduced and the 

transformation of discrete cosine is performed. (ii) the execution of deep learning using the 

feature extraction, this is done using transfer learning on two CNN pre-trained models 

VGG16 and VGG19, these two models were used in the extraction process. (iii) consist of 

the approach of the correntropy-based join learning, the development and the selection of 

the finest feature for the extreme learning machine. (iv) the combination in one metric for 

the partial robust covariance feature square (PLS)-based. (v) final classification was obtained 

by the combination of matrix in the extreme learning machine. Khan et al, obtained 
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the following results BraTs2018 produce accuracy result of 92.5%, the BraTs2017 the 

accuracy result of 96.9% and for the BraTs2015 the accuracy result of 97.8% the above result 

was validate using BraTs datasets. 

 
Alqudah et al 2019, Due to the higher accuracy result of deep learning numerous informatics 

system have been developed using this method to solve various and complex problems, 

mostly the problems that required sensitivity and high accuracy especially in healthcare. 

Alqudah et al, used CNN due to the fact that this method is the most used in DL for 

classification. Alqudah et al, used brain tumor dataset, this dataset contains 3064 T1 weight 

and it includes 3 different classes meningioma, pituitary tumor and the glioma. The propose 

CNN consist of 18 layers that will enable the classification and the effective evaluation of 

the brain. Cropped, uncropped and segmented are the 3 methods used on the dataset. The 

result obtained using the cropped method is efficient and the accuracy grade is 96.9%, 

98.4%, 97.4% for the input images of the size 32x32, 64x64, and 128x128 respectively. For 

the uncropped method, result is efficient and the accuracy grade is 99.2%, 99.0%, 97.4% for 

the input images of the size 32x32, 64x64, and 128x128 respectively. Finally, the segmented 

method the result get is efficient and the accuracy grade is 98.4%, 97.6%, 97.5% for the input 

images of the size 32x32, 64x64, and 128x128 respectively. With the above result Alqudah 

et al concluded that the system developed could successfully detect brain tumor with the 

used of the three methods, the developed system can evaluate the tumor in three levels the 

meningioma, pituitary tumor and glioma using the T1 weight brain MR images. Finally, this 

system can be improved in the future by adding more brain MR images with different 

weights. 

 
Sultan et al 2019, proposal is the implement of convolutional neural network based on deep 

learning model for the classification of distinct types of brain tumor using two public 

available datasets. DL algorithm which is part of machine learning, it has demonstrate very 

good result when it is apply in the segmentation problems. It is very crucial and important to 

categorize brain tumor; the classification will help to make the decision regarding patient 

treatment can be made by the doctors. Based on the two available public datasets Sultan et 

al classify the brain into two groups, the first group contains (glioma, meningioma and 

pituitary tumor) and the second group contain three different grades of the glioma, which are 
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Grade II, III, and IV. Sultan et al, collected 233 patients and the total number of 3064 images 

in the first dataset, in the second dataset they collected 73 patients and with total number of 

516 images. The performance of the implemented network by Sultan et al, provide the 

accuracy result of 96.13% for the first collected dataset and 98.7% accuracy result for the 

second collected dataset. 
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CHAPTER 3 

CONVOLUTIONAL NEURAL NETWROK 

 

3.1 Overview 

 

This chapter introduce convolutional neural network (CNN) and its components such as 

layers, pooling operations, activation functions etc. in details 

 
 

3.2 Convolutional Neural Network 

 

The combination of newly deep learning methods and artificial neural network also known 

as convolutional neural network is the most used deep learning technique. It has shown 

considerable results when it is used in computer vision to perform different tasks and it has 

provided various interest in several domains that include radiology. (Yamashita et al, 2018; 

Waseem Rawat and Zenghui Wang, 2017). 

Convolutional neural network is a best model that can fulfill tasks efficiently and it plays an 

important role in the field of image recognition and since it provides less training process, 

due to the simple architecture that it provides and it robustness adaptivity these 

characteristics makes convolutional neural network less complicated. Since it can reduce the 

node weight, the convolutional neural network attracts most researchers in the field. There 

is tremendous number of convolutional neural networks structure such as the VGGNet, 

GoogleNet, LeNet, AlexNet and the ZFNet. CNN can be used in classification of images, 

recognition and detection of targets, semantic segmentation and so forth. CNN is consider 

as an update version of old neural networks it use feedforward, the neuron are not complete 

connected in the neural network (Hang Zhou and Qichen Sun, 2020). 

 
 

3.3 Convolutional Neural Network Structure 

 

Convolutional neural network also known as the feedforward networks where the flow of 

information move in one direction that is from the inputs to the outputs convolutional neural 

networks are biological inspiration as the artificial neural network. The architecture of 

convolutional neural network may have several variation or modules, but in general they 

consist of convolution layers, pooling layers and the fully connected layer these are the 
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blocks that composed the convolutional neural network, backpropagation algorithm is the 

most used algorithm in convolutional neural network (Waseem Rawat and Zenghui Wang, 

2017; Yamashita et al, 2018). 

 

Figure 3.1 below gives a picture of an overview structure of CNN under training; CNN is a 

set of different blocks of layers, which are the convolution, the pooling and the fully 

connected layers. Through one or more fully connected layers the performance of the kernels 

and weights are calculated using the loss function. The cost function is also known as the 

loss function, it have the ability to measure the compatibility amid the network output 

prediction via the forward propagation, the most and commonly used loss function is cross 

entropy it used for multiclass classification. Forward propagation is the step where the inputs 

are transformed into outputs. It is to be notify that the convolution and pooling layers used 

are 2D-CNN however the same operation can be used for 3D-CNN. 

 

 

 
 

 

 

Figure 3. 1: Structure of convolutional neural network and the training process (Yamashita 

et al, 2018). 

 

 

3.3.1 Convolution Layers 

 

The most important component of the convolutional neural network structure is the 

convolution layer, it is used to achieve feature extraction which lies on combination of linear 

and nonlinear procedures in other words, activation function and operations, neurons that 
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are in the convolution layer are arrange in form of feature maps and every neuron in the map 

has a receptive area and these are connected to the previous nearby neurons using the weights 

group that can be trained and sometimes this can be called the filter bank (Yamashita et al, 

2018; Waseem Rawat and Zenghui Wang, 2017 ). 

 

The convolution layer twist the learning weights and inputs so that they can process new 

feature map and the result of the twisted learning weights and inputs are sent via the nonlinear 

activation function. Every neurons contains in the feature map are compelled to be equal; but 

the convolution layer has different feature maps and these feature maps contains different 

weights this allow the extraction of feature maps at each location (Yamashita, et al, 2018; 

Waseem Rawat and Zenghui Wang, 2017; Hang Zhou and Qichen Sun, 2020). 

 

Yk = ƒ(Wk ∗ x) (3.1) 

 

 

Where x is the image input; the multiplication sign is used in the context that refers the 2D 

convolutional operator, it calculates the result of inner filter model this process is done at 

every location of the input image; Wk denoted kth feature map for the related convolutional 

filter and the f(·) is the representation of the activation function of nonlinear, this function 

permit the extraction of nonlinear features; hyperbolic and sigmoid tangent function were 

traditionally used, the newest rectified linear units (ReLUs) have become more popular, due 

to their success and popularity more research in the area have been opened and it is mostly 

focus on the implementation and application of new DCNN activation function that can 

increase the performance numerous sorts DCNN. Activation function choice have an impact 

and effect on the training time of the network and it plays an important role in the influence 

and the performance of huge DCNNs datasets. The introduction of ReLUs by (Nair and 

Hinton, 2010). Krizhevsky et al, made the ReLUs function more popular in 2012 and when 

it has to be used in DCNNs. Even the trio of Glorot, Boerdes and Bengio state that compared 

to the other functions and when it comes to the timing the ReLUs provide faster training 

process when it is applied to the complete supervised networks, this can be made without the 

need of the unsupervised pretraining (Glorot et al, 2011). 

Figures 3.2 below shows the training times comparison between ReLUs with the solid line 

in the figure and the hyperbolic tangent with dashed line in the figure on the four-layers 
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DCNN, the comparison were made by Krizhevsky in 2009 by using the CIFAR-10 dataset. 

According to the results get ReLUs were trained 6 times much faster compared to an 

equivalent network using a tangent hyperbolic activations. 

 

 
 

 
Figure 3. 2: Training times, comparison between ReLUs and tangent activations functions 

(Krizhevsky et al., 2012). 

 

 
In the traditional activations functions like the hyperbolic and the sigmoid tangent are 

given using the following formula 

 
𝑓(𝑥) = 1/(1 + 𝑒 − 𝑥) (3.2) 

 
 

Where ƒ(x) = tanh(x); the output neuron denoted by ƒ; x an input function; this representation 

is used as a reminder to activations functions. But for the ReLUs the linear function form as 

ben simplified, in the ReLUs reduce the negative part to zero and only the positive part of 

the activation function is retained, the maximum integrate operator endorse fast computation. 

Numerous state-of-art image classification systems used the ReLUs. Below is the simplified 

ReLUs activation function formula 

 
ƒ(x) = max(x, 0) (3.3) 
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3.3.2 Pooling Layers 

 

It has the ability to decrease the dimension of data and it must maintain the invariance of the 

network structure, furthermore the pooling layers must reduce the dimension of feature maps 

so that it can be able to provide the invariance translation to the distortion and small shifts, 

it must also provide the decrease number of learnable parameters subsequently. Max pooling 

is the most used and most popular form of pooling’s, in feature map it has the aim to extract 

patches, and then maximize the value of the outputs in each patch and discard all the 

remaining values. Average pooling is another form of pooling but it worth nothing it only 

used once during the training process it applied before the fully connected layers. It has two 

main advantages one is it reduce the amount of learnable parameters and the other one is it 

allowed the convolutional neural network to accept inputs of different size (Yamashita, et al, 

2018; Waseem Rawat and Zenghui Wang, 2017; Hang Zhou and Qichen Sun, 2020). 

 

 

Ykij  = max xkpq, (3.4) 

(p,q)∈ Яij 

 
Where Ykij denotes the pooling operator output connected with the kth feature map, the 

elements where the location are (p,q) are denoted by xkpq contained pooling area Яij this 

represents a receptive area near (i,j) position. 

Concerning the deference between average pooling and max pooling. Figure 3.3 below gives 

a clear explanation where a 4 × 4 input image. In case 2 × 2 filter that applies max pooling 

outputs provides the maximum value of every 2 × 2 area. Where the average pooling outputs 

provides the average value of each area. In other words in the max pooling the maximum 

values of every piece of the feature map is calculate and when it comes to the average 

pooling, it provides the average value of every piece on the feature map is calculate. 

(Yamashita et al, 2018; Waseem Rawat and Zenghui Wang, 2017; Hang Zhou and Qichen 

Sun, 2020). 



16  

 
 

 
 

Figure 3. 3: Difference between Average and Max pooling (Waseem Rawat and Zenghui 

Wang, 2017) 

 

 

 
Backpropagation was apply in deep convolutional neural network architecture for the first 

time in 2007 using max pooling. In the year 2010 Scherer, Müller, and Behnke proved that 

max pooling operator was empirical and far superior compared to other subsampling 

operation when it comes to capture invariance in the images. By using max pooling they 

proved and accomplished best results that was publish on the normalized-uniform NORB 

dataset and this overcome by half percent the previous best result obtained by Nair and 

Hinton in 2009. In 2009 Jarret et al, shows rectification layer demand was promote by the 

max pooling. Max pooling layer is not normally part of the deep convolutional neural 

network structure, and they conclude that the average pooling does not provide the same 

benefits as the max pooling since the average pooling suffers from the effect among 

neighboring filter output cancellation. (Yamashita, et al, 2018; Waseem Rawat and Zenghui 

Wang, 2017; Hang Zhou and Qichen Sun, 2020). 
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3.3.3 Fully Connected Layers 

 

During the training process, more convolution and pooling layers are mostly loaded on top 

of each other in order to pull out additional feature abstract representations that are moving 

in the network. It follow convolution and pooling layers and it has provide the interpretation 

of the feature representations also execute the high-level reasoning function. When it comes 

to classification softmax is the standard and common operator that is use on the top of the 

deep convolutional neural network. Softmax is the most used activation function in the 

DCCNs fully connected layers due it ability of interpretation and it simplicity and 

probabilistic. 

 

When the ith input feature xi that has the label corresponding to yi softmax loss can be written 

as follow 

 

fyi 
𝐿 =  

1  
∑  𝐿𝑖    =  

1  
∑ − log ( 

e 
) , 

   

(3.5) 

N i N i ∑j efi 

 
 
 
 

Where the number of element is denoted by j ( 𝑗 ∈ [1, 𝐾] where K, denotes the number of 

classes); ƒ is the class score of the vector and it is represented by ƒi and N represent the 

number of training data. In 2013 Tang found out that replace softmax with support vector 

machine conduct to the best result and improve the accuracy result of the classification 

however it is very challenging to use SVM in the fully connected layers due to their compute- 

to-data ratio instead average pooling can be used as an alternative for the simple classifier 

(Yamashita et al, 2018). 

 
 

3.4 Convolutional Neural Network Training Process 

 

CNN is an update version of old neural network in order to adjust their free parameters they 

used learning algorithms and that is the weights and biases; so that it can provide the output 

network desired. The most used learning algorithm is the backpropagation, in order to 

minimize errors and performance effect backpropagation is used for the computation of the 

gradient this can referred to the performance lost or cost function that determine how the 

parameters of the network can be adjust. Overfitting is the common and most experienced 
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problems when it comes to the training of Deep convolutional network in particular and 

Convolutional neural networks, the overfitting problem is the poor performance on a held- 

out test set when the network trained a small amount of data or huge amount of data, this 

affect the ability of the model (Yamashita, et al, 2018; Waseem Rawat and Zenghui Wang, 

2017; Hang Zhou and Qichen Sun, 2020). 

 

 
 

 

Figure 3. 4: CNNs training process for image classification (Waseem Rawat and Zenghui 

Wang, 2017) 

 

 

 
Figure 3.4 above gives an illustration of how the convolutional network architecture 

classified images. First an image input is directly input into the network, the image must go 

through several process of convolutional and pooling layers after this process the 

representation form of convolutional and pooling layers operations provide one or more fully 

connected layers and after providing the fully connected layers it should go to the final fully 

connected layer output the class label of the input image as we can see the above figure the 

class label of the input image is car. (Waseem Rawat and Zenghui Wang, 2017) 

 

 
3.5 Summary 

 

In this chapter, basic and structure of the CNNs, layer and pooling operations and activation 

functions were explained in detail using recent development and example. 
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CHAPTER 4 

EXPERIMENTAL DESIGN 

 

4.1 Overview 

 

This chapter presents the details about the design of experiments, considered dataset, 

evaluation criteria, and other information used in the thesis. 

 
 

4.2 Dataset and Data Preparation 

 
4.2.1 Dataset 

 

In this thesis, the Brain Tumor Progression (BTP) dataset is considered to classify the 

progresses as initial and progress phases of brain tumors. The BTP dataset consisted of 20 

subjects with primary newly diagnosed glioblastoma. The dataset used were retrived from 

https://wiki.cancerimagingarchive.net/display/Public/Brain-Tumor-Progression. Two MRI 

exams are included for each patient: within 90 days following chemo-radiation therapy 

completion and at progression. The images of the first MRI exam is used for the initial phase 

after treatment, and the second MRI exam is used for the progress phase. 

All images were obtained in DICOM format. Image sets consisted of T1w (pre and post- 

contrast agent), FLAIR, T2w, ADC, normalized cerebral blood flow, normalized relative 

cerebral blood volume, standardized relative cerebral blood volume, and binary tumor masks 

(generated using T1w images). The perfusion images of the dataset were generated from 

dynamic susceptibility contrast (GRE-EPI DSC) imaging following a preload of contrast 

agents. All of the series are co-registered with the T1+C images. 

Two MRI exams for twenty patients with 383 series were performed, and a total of 8798 

images were obtained. 

Sample images of initial and progress classes are shown in Figure 4.1 and Figure 4.2, 

respectively. 
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4.2.2 Data Preparation 

 

In the first step, Dicom images were converted to PNG format, which causes the minimal 

loss of the details within an image. Image resizing was not applied to the images not to 

change the intensity values of the original images, and the resizing was only applied in the 

input layer of CNN when the images were fed to the network. 

After obtaining the PNG images, it was observed that both initial and progress classes had 

black slices, which cause false recognition of images for both classes. Therefore, the slices 

that consisted of only black pixels were removed from the dataset. 

Finally, 3479 images were obtained for the initial class and 3436 images for the progress 

class. The number of the obtained images demonstrate the balanced nature of the dataset 

used in this thesis. 

 
 

Figure 4. 1: Sample initial class brain MRI exam images 
 

Figure 4. 2: Sample progress class brain MRI exam images 
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4.3 Validation of the Experiments 

 
There are several validation techniques used in the model evaluation and hyperparameter 

determination. These techniques can be listed as Hold-out Method, Random Sub-sampling 

method, and k-Fold Cross-Validation methods. 

 

4.3.1 Hold-Out Method 

 

The Hold-Out method is a basic validation technique where the dataset is divided into two 

sets, a training set and a test set. The training set is used to teach the data to the model, and 

the test set, which is untrained data, is used to test the ability of the model for the considered 

task. The disadvantage of the Hold-Out method is not considering all the data for training 

and testing. Figure 4.3 shows the graphical representation of the Hold-Out method. 

 

Ratio 
 
 

 
 

Train Test 

 

 

Figure 4. 3: Graphical representation of the Hold-Out method for 70% of training and 

30% of testing Set. 

30 

70 
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4.3.2 Random sub-sampling method 

 

The Random sub-sampling method is similar to the Hold-out Method, but it is repeated 

several times to consider more data for both training and testing phases. This increases the 

robustness of the evaluation of the considered models. Figure 4.4 demonstrates the process 

of random sub-sampling. 

 

 
Figure 4. 4: The process of the Random Sub-sampling method. 

 

 

4.3.3 K-fold cross-validation method 

 

In k-fold cross-validation, the dataset is divided into k equal-sized subsets, one for testing 

and the rest for training. The process is repeated k-times until each subset is used for testing 

exactly once. The total success of the model is obtained by averaging the rates for all the 

runs. The main advantage of this method is considering all the data for testing and training 

phases and providing a more robust evaluation of the models on the data. For this reason, the 

k-fold cross-validation is considered in this thesis. Figure 4.5 shows the example process of 

4-fold cross-validation. 
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Figure 4. 5: The process of the 4-fold cross-validation method. 

 

 

4.4 Evaluation Metrics for Classification Problems 

 

The evaluation metrics for the classification problems are based on predicted and observed 

outputs of the dataset. Predicted outputs are the results obtained by the model, and the 

observed outputs are real labels of the data. 

The correctness of the results is indicated by "True" and "False," if the predicted result is the 

same as in observed outputs, it is called "True," and if the predicted result is not the same as 

in observed outputs, it is called "False." 

A "True Positive" (TP) result is used to indicate the positively predicted result and is also 

observed as a "Positive." Similarly, a "True Negative" (TN) result indicates the negatively 

predicted result and is also observed as a "Negative." 

A "False Positive" (FP) result indicates the positively predicted result but is observed as a 

"Negative," and a "False Negative" (FN) result indicates the negatively predicted result but 

is observed as a "Positive." 

The abovementioned results form the basis for the evaluation metrics of two-label or multi- 

label classification problems. Because of the two-class nature of the considered dataset of 

this thesis, only the evaluation metrics that can be used for all kinds of classification 

problems will be presented in this chapter. 
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4.4.1 Accuracy 

 

The accuracy is used to determine the general ability of the model in assigning the test 

samples into proper classes. However, it should also be noticed that it has a limitation if the 

considered dataset is imbalanced, which means not equally distributes samples of classes. 

The accuracy considers all the correctly classified samples (TP + TN) and finds the general 

ratio of these samples to the whole dataset. Equation 4.1 shows the formulae of the accuracy. 

 
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
TP+TN 

TP+FP+TN+FN 
(4.1) 

 
 

where TP and TN indicates True Positive and True Negative, respectively, and FP and FN 

demonstrates the False Positive and False Negative, respectively. 

 

 
4.4.2 Sensitivity 

 

The Sensitivity is a metric to measure how the model is capable of predicting observed 

positives correctly. It uses True Positives and False Negatives to consider all positively 

observed data. Equation 4.2 shows the formulae of the Sensitivity. 

 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑖𝑦 = 
TP

 
TP+FN 

(4.2) 

 

 

4.4.3 Specificity 

 

The specificity is a metric to measure how the model is capable of predicting observed 

negatives correctly. It uses True Negatives and False Positives to consider all negatively 

observed data. Equation 4.3 shows the formulae of the specificity. 

 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 = 
TN

 
TN+FP 

(4.3) 

 

 

4.4.4 Receiver operating characteristic area under curve 

 

The receiver operating characteristic (ROC) area under the curve (AUC) score is the 
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common metric for the models that use imbalanced data. It is based on sensitivity and 
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specificity rates, and a ROC curve plots TP rate vs. FP rate. The area under the curve 

measures the area under this curve, and it is scale-invariant because of considering sensitivity 

and specificity rates. Therefore, the number of instances or images becomes insignificant 

and stable evaluation for the general detection ability of the model can be performed. 

Equation 4.4 shows the formula of ROC AUC score. 

 
 

𝑅𝑂𝐶 𝐴𝑈𝐶 𝑆𝑐𝑜𝑟𝑒 =  
1 

2∗Sencitivity 
+ 

1 

2∗Specificity 
(4.4) 

 

 

In this thesis, the accuracy is used as a main evaluation metric because of the balanced data; 

however, the ROC AUC score is also considered to support the obtained results. In addition, 

the sensitivity and specificity rates are considered to evaluate the implemented models' 

ability to predict TP and TN instances. 

 
4.5 Design of Experiments 

 

Seven Convolutional Neural Networks with different architectures are implemented in the 

experiments to detect the tumor types mentioned above. Five-fold cross-validation is applied 

in all experiments, and the average accuracy, average specificity, average Sensitivity, and 

average ROC AUC Scores are considered in the evaluation. 

The selection of CNN's was based on the systematic increment and decrement of 

convolutional and dense layers to achieve the optimal classification rate. The architecture 

"A" consisted of two convolutional layers with 64 and 32 filters, respectively. The dense (or 

fully connected) layers include two layers with 128 and 32 neurons, respectively. 

The architecture "B" had the same convolutional layer number and properties as in "A"; 

however, the number of dense layers increased to three with 128, 64, and 32 neurons, 

respectively. 

The architecture "C" consisted of the same dense layer and neuron numbers as in "B", but 

the number of convolutional layers were increased to three with 64, 32, and 16 filters, 

respectively. Table 4.1 present the details of the CNNs (A-B-C) in detail. 

The architecture "D" consisted of two convolutional and dense layers with 64 and 32 filters 

and 64 and 32 neurons, respectively. In the architecture "E", the number of layers did not 

increase; however, the number of neurons in dense layers were increased to 128 and 64. In 
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the architecture "F", the number of dense layers and their neurons left the same as in "E", 

but the number of filters in convolutional layers was decreased to 32 and 16, respectively. In 

the final architecture considered in this thesis, which is "G", had the same convolutional 

layer number and properties as in "F", but the number of neurons in dense layers were 

considered as 128 and 16, respectively. Table 4.2 present the details of the CNNs (D-E-F- 

G) in detail. 

The 3×3 filter size was used in all architectures, and a 0.2 dropout was used for each layer 

to avoid overfitting. The maximum pooling was applied as a pooling operation, and 2×2 

pooling was considered for each layer except the last convolutional layer of each 

architecture. The pooling was applied as 1×1 in the last convolutional layer of each 

architecture not to minimize the extracted features. 
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Table 4. 1: Details of CNNs used in experiments (A-B-C). 
 

 
 

 
Name 

Conv. 

Layer No. 

Filters 

and Size 

Pooling 

and Size 

 
Dropout 

Dense 

Layer No. 

 
Neurons 

A Conv. L.1 64 (3x3) Max- 

pooling 

(2x2) 

0.2 Dense L.1 128 

Conv. L.2 32 (3x3) Max- 

pooling 

(1x1) 

0.2 Dense L.2 32 

B Conv. L.1 64 (3x3) Max- 

pooling 

(2x2) 

0.2 Dense L.1 128 

Conv. L.2 32 (3x3) Max- 

pooling 

(1x1) 

0.2 Dense L.2 64 

- - - - Dense L.3 32 

C Conv. L.1 64 (3x3) Max- 

pooling 

(2x2) 

0.2 Dense L.1 128 

Conv. L.2 32 (3x3) Max- 

pooling 

(2x2) 

0.2 Dense L.2 64 

Conv. L.3 16 (3x3) Max- 

pooling 

(1x1) 

0.2 Dense L.3 32 
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Table 4. 2: Details of CNNs used in experiments (D-E-F-G). 
 

 
 

 
Name 

Conv. 

Layer No. 

Filters 

and Size 

Pooling 

and Size 

 
Dropout 

Dense 

Layer No. 

 
Neurons 

D Conv. L.1 64 (3x3) Max- 

pooling 

(2x2) 

0.2 Dense L.1 64 

Conv. L.2 32 (3x3) Max- 

pooling 

(1x1) 

0.2 Dense L.2 32 

E Conv. L.1 64 (3x3) Max- 

pooling 

(2x2) 

0.2 Dense L.1 128 

Conv. L.2 32 (3x3) Max- 

pooling 

(1x1) 

0.2 Dense L.2 64 

F Conv. L.1 32 (3x3) Max- 

pooling 

(2x2) 

0.2 Dense L.1 128 

Conv. L.2 16 (3x3) Max- 

pooling 

(1x1) 

0.2 Dense L.2 64 

G Conv. L.1 32 (3x3) Max- 

pooling 

(2x2) 

0.2 Dense L.1 128 
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Conv. L.2 16 (3x3) Max- 

pooling 

(1x1) 

0.2 Dense L.2 16 
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The implemented architectures are also categorized based on their depth levels. The 

categorization is performed by considering the number of convolutional layers, the number 

of filters in the convolutional layers, the number of dense layers, and the neurons in dense 

layers, respectively. Table 4.3 shows the architectures and their determined depth levels. 

All architectures were implemented using Python 3.0 programming language and Keras 

Module. 

 
Table 4. 3: CNN architectures and depth levels 

 
 

Accuracy Level of Depth 

 

A 4 

B 6 

C 7 

D 3 

E 5 

F 2 

G 1 

4.6 Summary 

In this chapter, the design of experiments, considered evaluation metrics, and the 

implemented CNN architectures were presented in detail. 
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CHAPTER 5 

RESULTS AND DISCUSSIONS 

 
5.1 Overview 

 

This chapter presents the results obtained in the experiments in detail and discussions on 

these results. 

 
 

5.2 Results 

 

Seven different experiments were performed to achieve the optimal classification rates on 

the considered dataset and determine the best-fitted architecture. 

 

 
5.2.1 Results of architecture “A” 

 

A CNN with two convolutional (64x32) and two dense layers (128x32) was trained using 

five-fold cross-validation. It achieved 92.53% accuracy, 91.44% sensitivity, 93.61% 

specificity, and 92.53% of ROC AUC score. Figure 5.1 shows the graphical representation 

of the obtained results, and Figure 5.2 shows the confusion matrix that demonstrates the TP, 

TN, FP, and FN results obtained by the architecture “A”. 

 
 

Figure 5. 1: Results obtained by the architecture “A”. 
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Figure 5. 2: Confusion matrix for the architecture “A”. 

 

 

5.2.2 Results of architecture “B” 

 

A CNN with two convolutional (64x32) and three dense layers (128x64x32) was trained 

using five-fold cross-validation. It achieved 92.11% accuracy, 92.17% sensitivity, 92.06% 

specificity, and 92.11% of ROC AUC score. Figure 5.3 shows the graphical representation 

of the obtained results, and Figure 5.4 shows the confusion matrix of the architecture “B”. 

 

 

 

 
Figure 5. 3: Results obtained by the architecture “B”. 
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Figure 5. 4: Confusion matrix for the architecture “B”. 

 

 

5.2.3 Results of architecture “C” 

 

A CNN with three convolutional (64x32x16) and three dense layers (128x64x32) was trained 

using five-fold cross-validation. It achieved 85.74% accuracy, 83.38% sensitivity, 88.07% 

specificity, and 85.72% of ROC AUC score. Figure 5.5 shows the graphical representation 

of the obtained results, and Figure 5.6 shows the confusion matrix of the architecture “C”. 

 

 

 

 
Figure 5. 5: Results obtained by the architecture “C”. 
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Figure 5. 6: Confusion matrix for the architecture “C”. 

 

 
5.2.4 Results of architecture “D” 

 

A CNN with two convolutional (64x32) and two dense layers (64x32) was trained using 

five-fold cross-validation. It achieved 91.49% accuracy, 90.30% sensitivity, 92.67% 

specificity, and 91.48% of ROC AUC score. Figure 5.7 shows the graphical representation 

of the obtained results, and Figure 5.8 shows the confusion matrix of the architecture “D”. 

 

 

 

 
Figure 5. 7: Results obtained by the architecture “D”. 
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Figure 5. 8: Confusion matrix for the architecture “D”. 

 

 

5.2.5 Results of architecture “E” 

 

A CNN with two convolutional (64x32) and two dense layers (128x64) was trained using 

five-fold cross-validation. It achieved 92.46% accuracy, 92.20% sensitivity, 92.72% 

specificity, and 92.46% of ROC AUC score. Figure 5.9 shows the graphical representation 

of the obtained results, and Figure 5.10 shows the confusion matrix of the architecture “E”. 

 

 

 

 
Figure 5. 9: Results obtained by the architecture “E”. 
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Figure 5. 10: Confusion matrix for the architecture “E”. 

 

 
5.2.6 Results of architecture “F” 

 

A CNN with two convolutional (32x16) and two dense layers (128x64) was trained using 

five-fold cross-validation. It achieved 92.46% accuracy, 92.57% sensitivity, 92.35% 

specificity, and 92.46% of ROC AUC score. Figure 5.11 shows the graphical representation 

of the obtained results, and Figure 5.12 shows the confusion matrix of the architecture “F”. 

 
 

 
Figure 5. 11: Results obtained by the architecture “F”. 
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Figure 5. 12: Confusion matrix for the architecture “F”. 

 

 

5.2.7 Results of architecture “G” 

 

A CNN with two convolutional (32x16) and two dense layers (128x16) was trained using 

five-fold cross-validation. It achieved 92.17% accuracy, 92.75% sensitivity, 91.60% 

specificity, and 92.17% of ROC AUC score. Figure 5.13 shows the graphical representation 

of the obtained results, and Figure 5.14 shows the confusion matrix of the architecture “G”. 

 

 
Figure 5. 13: Results obtained by the architecture “G”. 
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Figure 5. 14: Confusion matrix for the architecture “G”. 

 

 

5.2.8 Comparison of the CNN architectures 

 

As mentioned above, seven CNN architectures were implemented to determine the optimal 

architecture for tumor detection. 

Architecture A, which consisted of two convolutional and dense layers, achieved the highest 

specificity rate (93.61%) and was followed by architecture E (92.72%). The only difference 

between architecture A and E was the number of neurons in the last dense layer, where A 

and E had 32 and 64 neurons, respectively. 

The lowest specificity rate was obtained by the architecture C (88.07%), which was the 

deepest CNN considered in this thesis (three convolutional and three dense layers). 

The highest sensitivity rates were achieved by the lightest CNN architectures considered in 

this thesis. The architecture G, which is the lightest architecture, achieved 92.75% sensitivity 

and was followed by F (92.57%). The architecture G consisted of two convolutional layers 

(32 and 16 filters, respectively) and two dense layers (128 and 16 neurons, respectively). The 

difference between the architectures F and G was only the last dense layer, where F had 64 

neurons, and G had 16 neurons. 

The lowest sensitivity rate (83.38%) was obtained by the deepest CNN architecture C, 

similar to obtained specificity rates. 

When the accuracy is considered, the highest rate was achieved by the architecture A 

(92.53%) and followed by the E (92.46%) and F (92.46%). The lowest accuracy was 
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obtained by the architecture C. The ROC AUC scores were at the same level and percentages 

with the accuracy rates because of the balanced dataset. 

Table 5.1 presents the details of all results obtained in this thesis. Figure 5.15 visualizes the 

results obtained for each CNN architecture. Table 5.2 shows the sorted list of the CNN 

architectures according to ranks of obtained rates. 

 
Table 5. 1: Results of all experiments (in %) 

 
 

Architecture Accuracy Sensitivity Specificity ROC AUC Score 

 

A 92.53 91.44 93.61 92.53 

B 92.11 92.17 92.06 92.11 

C 85.74 83.38 88.07 85.72 

D 91.49 90.30 92.67 91.48 

E 92.46 92.20 92.72 92.46 

F 92.46 92.57 92.35 92.46 

G 92.17 92.75 91.60 92.17 
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Figure 5. 15: Comparison of all architectures for the accuracy, sensitivity, specificity, and 

ROC AUC scores. 

 

 
 

Table 5. 2: Ranking of the CNN architectures for all evaluation metrics 
 
 

Accuracy Sensitivity Specificity ROC AUC Score 

 

A G A A 
 

E F E E 

 
F E D F 

 
G B F G 

 
B A B B 

 
D D G D 

 
C C C C 
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5.3 Discussions 

 

The obtained results showed that the different depth levels produced different results for 

predicting true positive and true negative samples. Table 5.3 presents the total true positive, 

true negative, false positive, and false-negative results obtained by the considered 

architectures, and Figure 5.16 visualizes these values. 

 
Table 5. 3: Total TP, TN, FP, and FN results of all experiments 

 
 

Architecture TP TN FP FN 

 

A 3142 3257 222 294 

B 3167 3203 276 269 

C 2865 3064 415 571 

D 3103 3224 255 333 

E 3168 3226 253 268 

F 3181 3213 266 255 

G 3187 3187 292 249 

 

 

 

Lighter CNN architectures achieved better rates than the deeper ones in terms of sensitivity 

rates, which shows the better performance in predicting true positives. The highest sensitivity 

(TP = 3187) was achieved by the architecture G, which consisted of the lowest number of 

filters in convolutional layers. It also outperformed the architecture F (TP = 3181), which only 

has more neurons in its’ last dense layer. However, they could not achieve the highest 

specificity rates compared to other architectures. 

The increment of filter numbers in convolution layers improved the specificity rates, which 

indicates the better ability of the model for predicting true negatives. The optimal specificity 

rates were obtained by A (TN = 3257) and E (TN = 3226). 
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When the optimal models of specificity and sensitivity rates were compared, the architecture 

G outperformed A by 1.32% in terms of sensitivity. However, Architecture A outperformed 

G by 2.01% in terms of specificity rates. 

When the accuracy and ROC AUC scores, which are the primary evaluation metrics used 

in this thesis, were considered, it was seen that the architecture A, which had the median 

level of depth, achieved the highest rates and followed by E. The deepest architecture C 

produced the lowest rates for all metrics. 

The rank of the architectures in terms of accuracy and the level of depths are shown in Table 

5.4. 

 
 

 
Figure 5. 16: Comparison of all architectures for true positive, true negative, false 

positive, and false-negative results (Highest bars are optimal results for TP and TN, and 

lowest bars are optimal results for FP and FN). 
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Table 5. 4: Ranking and the levels of depth of the CNN architectures for the accuracy 
 
 

Accuracy Level of Depth 

 

A 4 

E 5 

F 2 

G 1 

B 6 

D 3 

C 7 

 

 

The obtained results showed that the overfitting occurred in the deepest model C. The 

increment of the number of convolution and dense layers is not suitable for the classification 

of images considered in this dataset. Similarly, the increment of only the dense layer number 

reduced the success level of the model. 

In addition, the obtained results of the architectures G and F indicated that the decrement of 

the filter numbers in the convolutional layer might increase the sensitivity level of the model 

but decreases the specificity level. 

When all the obtained results and the architectures considered, it could be suggested to be 

considered a CNN architecture with two convolution layers (64 and 32 filters, respectively) 

and two dense layers (128 and 32 neurons, respectively) as an initial point of experimentation 

for the binary brain tumor classification in MRI. 

 
5.4 Summary 

 

This chapter presented the details of experimental results, a comparison of the considered 

models, and the discussions on the results. 
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CHAPTER 6 

CONCLUSION 

 
Brain tumors require following their progress after the treatment process. The progress of 

the tumors has vital importance for the patients to observe the influence of the treatment. 

Besides, the progress of the tumors directs the doctors about starting, continuing, or changing 

the applied therapy. 

In this thesis, the progress of brain tumors were classified into two groups as initial and 

progress using convolutional neural networks. The Brain Tumor Progress dataset was 

considered, and all slices of MRI images were fed to the network. Seven different 

convolutional neural network architectures, which were considered for testing the lighter and 

deeper architectures, were implemented and compared in order to achieve optimal 

classification rates. The results were evaluated using four evaluation metrics. 

The obtained results showed that the use of incremented depth of the convolutional neural 

networks caused overfitting and could not produce reasonable rates. Similarly, the use of 

overly simplified architecture caused the network to learn one class better than another class. 

In this thesis, the proper architectures were determined to classify brain tumor progress for 

a particular dataset. The optimal classification rates were achieved by the median depth of 

the CNN's considered in this thesis. 

The optimal accuracy rate (92.53%), which was the primary indicator considered in this 

thesis, was obtained by a CNN with two convolutional (64x32 filters) and two dense layers 

(128x32 neurons). 

The results suggested that the implementation of an appropriate CNN architecture can 

achieve reasonable rates and help the medical doctors follow-up the progression of the brain 

tumors after the therapy. 

The future work will include the use of transfer learning by implementing pre-trained 

networks and compare the optimal results obtained in this thesis. In addition, the level of 

progression will be taken into consideration using deep learning approaches. 
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