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ABSTRACT

Signal processing field has been advanced tremendously by the state-of-the-art techniques

introduced by array signal processing as the concept of using multiple receivers or array of

antenna to process one signal has been investigated and polished over last decades in various

aspects regarding the process of any type of signals e.g. electromagnetic, acoustic, medi-

cal, and seismic signals. Nevertheless, array of antenna still gain more interests due to its

high performance over single antenna in many applications such as radar, sonar, astronomy,

wireless communications, and military surveillance. Recently, the usage of array of antenna

to localize, detect and decode multiple signals gain a huge attention and many researchers

focus on develop such systems for future wireless networks and other applications. How-

ever, there are some existing limitations such as the accuracy of localization, the complexity

of algorithms as the number of antenna and the number of received signals increases. Also,

some localization techniques do not work well in the indoors or require expensive equip-

ment. Interestingly, Direction Of Arrival (DOA) estimation which is one of the main array

signal processing branches and widely used in many applications, can be advanced to ad-

dress the aforementioned problems. As the aims of any localization system are to detect and

accurately locate the source of the received signals with low latency.

In this thesis, some new methods have been introduced for unknown wideband signals based

on TOPS method. Another contribution is a wideband DOA estimation method based on

probabilistic approach which improve the resolution with low complexity. Further, another

novel DOA estimation method is introduced for narrowband signals. Since the aim is to

practically localize multiple signals with minimum computational costs and estimation error,

a full localization approach based on DOA estimation is introduced for both stationary and

moving surveillance systems. All these techniques have been tested against the existing to

show their performance. The simulation results show a significant improvements that can be

deployed in real life applications.

Keyword: Array Signal Processing; Direction-Of-Arrival (DOA); Localization algorithm;

Probabilistic approach; Unknown signals; Edge detection; wideband signals
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ÖZET

Sinyal işleme alanı, bir sinyali işlemek için birden fazla alıcı veya bir anten dizisi kullanma

kavramı olarak, dizi sinyal işleme tarafından sunulan en son teknikler tarafından son on

yılda çeşitli yönlerden araştırılmış ve cilalanmıştır. her türlü sinyalin süreci, örneğin elek-

tromanyetik, akustik, tıbbi ve sismik sinyaller. Bununla birlikte, radar, sonar, astronomi,

kablosuz iletişim ve askeri gözetleme gibi birçok uygulamada tek antene göre yüksek per-

formansı nedeniyle anten dizisi hala daha fazla ilgi görmektedir. Son zamanlarda, birden

fazla sinyali yerelleştirmek, algılamak ve kodunu çözmek için anten dizisinin kullanımı

büyük bir ilgi görüyor ve birçok araştırmacı gelecekteki kablosuz ağlar ve diğer uygula-

malar için bu tür sistemleri geliştirmeye odaklanıyor. Ancak, lokalizasyon doğruluğu, anten

sayısı ve alınan sinyal sayısı arttıkça algoritmaların karmaşıklığı gibi bazı sınırlamalar mev-

cuttur. Ayrıca, bazı yerelleştirme teknikleri iç mekanlarda iyi çalışmaz veya pahalı ekipman

gerektirir. İlginç bir şekilde, ana dizi sinyal işleme dallarından biri olan ve birçok uygu-

lamada yaygın olarak kullanılan Varış Yönü (DOA) tahmini, yukarıda bahsedilen sorunları

gidermek için geliştirilebilir. Herhangi bir yerelleştirme sisteminin amacı, alınan sinyallerin

kaynağını düşük gecikme ile tespit etmek ve doğru bir şekilde bulmaktır.

Bu tezde, bilinmeyen geniş bant sinyalleri için TOPS yöntemine dayalı bazı yeni yöntemler

tanıtılmıştır. Diğer bir katkı, düşük karmaşıklıkla çözünürlüğü iyileştiren olasılıksal yaklaşıma

dayalı geniş bantlı bir DOA tahmin yöntemidir. Ayrıca, dar bant sinyalleri için başka bir

yeni DOA tahmin yöntemi tanıtılmıştır. Amaç, minimum hesaplama maliyetleri ve tah-

min hatası ile birden fazla sinyali pratik olarak lokalize etmek olduğundan, hem sabit hem

de hareketli gözetim sistemleri için DOA tahminine dayalı tam bir yerelleştirme yaklaşımı

tanıtıldı. Tüm bu teknikler, performanslarını göstermek için mevcutlara karşı test edilmiştir.

Simülasyon sonuçları, gerçek yaşam uygulamalarında uygulanabilecek önemli iyileştirmeler

göstermektedir.

Anahtar Kelimeler: Dizi Sinyal İşleme; Varış Yönü (DOA); Yerelleştirme algoritması; Olasılıksal

yaklaşım; Bilinmeyen sinyaller; Kenar algılama; geniş bant sinyalleri
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CHAPTER 1

INTRODUCTION

Signals by the mean of any source, shape or expression, are in every side of our lives as well

as in nature from electromagnetic, acoustics, and seismic waves to medical signals, cosmic

and gravitational waves. Understanding the related phenomenons and the characteristics of

each kind of signals helped the human kind tremendously. Consequently, the ever growing

applications around us that make our daily life more comfortable and advanced are somehow

based on that basic understanding. However, the more the technology advanced, the more

need for deep research on the sources of signals to resolve many unsolved and ambiguous

problems. Therefore, the research still needed to apply new techniques on the understanding

of the nature of signals and their origins (Haykin & Veen, 2002).

One of the important questions about any type of signal is the location of its source which

lead to the characteristics of that source. Localization of signal’s source introduces vari-

ous challenging issues such as the strength of the received signal, the effect of the channel

on the signal, the existence of noise, the interference of other signals, the multi-path fad-

ing, and the sensing for the signal on the desired spectrum. To address these problems,

many locating techniques have been proposed and widely used for decades e.g. Time of Ar-

rival (TOA), Time Difference of Arrival (TDOA), Angle of Arrival (AOA), Received Signal

Strength (RSS), Global Positioning System (GPS), . . . , etc. In general, localization tech-

niques can be classified to (Obeidat, Shuaieb, Obeidat, & Abd-Alhameed, 2021; Xiao &

Zeng, 2020):

• Active localization system which sends signals to identify the location of the target

e.g. Radar, and Sonar systems.

• Cooperative localization where the target cooperates with the system or multiple recip-

rocals detect and cooperate to estimate the location of the target e.g. cellular network

and GPS system.

• Passive localization in which the system estimate the location by observing the signals
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that imagining on the antenna at the time of observation e.g. TOA and RSS.

• Blind localization where the system localizes an unknown target or signal emitting

source. e.g. Direction of Arrival (DOA).

Localization is very important topic in wireless communication systems (del Peral-Rosado,

Raulefs, López-Salcedo, & Seco-Granados, 2018; Munir, Zahoor, Rahim, Lagrange, & Lee,

2018). Number of researchers highlighted the importance of localization as in the geograph-

ical routing (Karp & Kung, 2000), geographic key distribution (D. Liu & Ning, 2003), and

location-based identification (Sastry, Shankar, & Wagner, 2003). There are many applica-

tions relying on the accuracy of the localization such as intruder or jammer identification,

environmental monitoring, health monitoring and object tracking (P. Zhang, Lu, Wang, &

Wang, 2017; Akyildiz, Su, Sankarasubramaniam, & Cayirci, 2002). The location estimation

becomes more important in military applications where incorrect estimation of the location

leads to severe damages (Zeng, Cao, Hong, Zhang, & Xie, 2013). Moreover, localization is

one of the most important topics in Wireless Sensor Networks (WSNs) since many funda-

mental techniques in WSNs, e.g., geographical routing (Karp & Kung, 2000), geographic key

distribution (D. Liu & Ning, 2003), and location-based authentication (Sastry et al., 2003)

require the positions of unknown nodes. Also, the positions of unknown nodes play a criti-

cal role in many WSNs applications, such as monitoring applications include environmental

monitoring, health monitoring, and tracking applications include tracking objects, animals,

humans, and vehicles (Akyildiz et al., 2002). When a WSN is deployed in hostile environ-

ments, it is vulnerable to threats and risks. Many attacks exist, e.g., wormhole, sinkhole and

Sybil attacks, to make the estimated positions incorrect. Specifically for some applications,

e.g., military applications like battlefield surveillance or environmental applications like for-

est fire detection (Zeng et al., 2013), incorrect positions may lead to severe consequences,

e.g., wrong military decisions on the battlefield and false alarms to people. Hence, the issues

of secure localization must be addressed in WSNs (Hehdly, Laaraiedh, Abdelkefi, & Siala,

n.d.).

DOA estimation is one of the main application of the signal processing sub-field array sig-

nal processing which concerns about using array of sensors instead of single sensor. The
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advantages of using array of sensors over single sensor include beamforming, higher gain at

lower signal strength levels (low Signal-to-noise ratio (SNR)), exploiting more parameters,

introducing new dimensions on the extracted data which allow for combining techniques,

and higher throughout of the overall communication system (Monzingo, Haupt, & Miller,

2011). The applications of array signal processing extend to wireless communication net-

works, radar system, sonar system, medical field, civil surveillance, seismic exploration,

and military applications (Rudnitskaya, 2019; Turqueti, Oruklu, & Saniie, 2014; Nicoliche,

Oliveira, & Lima, 2020; Balanis, 2007). In this thesis, the first part focuses on the DOA es-

timation using an array of antenna as its one of the promising techniques in the localization

of multiple sources especially the closely related sources (Abdelbari, 2018).

In this chapter, the previous works on DOA estimation techniques are presented to high-

light the recent work and clarify the problems still need for further research. Then, the aims

and scientific contributions of the Ph.D. thesis which concentrates on introducing some new

techniques and technologies in both localization and detection of multiple signals. Finally,

some parts of this thesis have been published in international journals and presented in in-

ternational conferences which listed on the list of publications. Beside the work included on

the thesis, the list includes other published research works that have been conducted during

the Ph.D. program duration.

1.1Previous Work

In this section, we briefly review the literature on both DOA estimation methods to state the

well-known works and highlight recent developments. This should give a deep insight about

the limitations and challenges that can be studied in further research and outline the scope

and contributions of this thesis in the following section.

1.1.1Wideband DOA estimation

The wideband signals are applicable in a wide range of electric field as in radar, sonar, seis-

mic, mobile communication, biomedical engineering and military surveillance (Wan, Han,

Shu, Chan, & Zhu, 2016). For instance, 5th Generation (5G) networks will demand high ac-

curacy in the localization techniques for outdoor and indoor environments. The localization
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of wideband sources is very much different than the narrowband signals. The classical DOA

estimation methods that applied to narrowband DOA estimation cannot be applied directly

to wideband signals (Aboutanios, Hassanien, El-Keyi, Nasser, & Vorobyov, 2017). The dif-

ference is due to the phase difference between the antenna array sensors and the temporal

frequency (Bilgehan & Abdelbari, n.d.). The signals in wideband analysis require a pre-

processing stage at the signal decomposition level. Generally, the wideband signal is applied

to the filter bank or Fast Fourier Transform (FFT) to decompose the signal into a set of nar-

rowband subbands for further analysis (J. Wang, Zhao, & Wang, 2008). There are two types

of DOA estimation algorithms applicable to the decomposition process. The algorithms are

known as the incoherent signal subspace method (ISSM) (J. Zhang, Dai, & Ye, 2010) and the

coherent signal subspace method (CSSM) (Kulhandjian, Kulhandjian, Kim, & D’Amours,

2018). The characteristics of the ISSM method allows the decomposition of a wideband

into narrowband and uses all subbands equally in processing. The major drawback of this

method is that it produces inaccurate results at low SNR values. The disadvantage of the

ISSM method arises due to poor signal estimation in the subbands (Ebadi & Moghaddam,

2017).

The CSSM method was introduced to eliminate such problems encountered by the ISSM

method (Yoon, Kaplan, & McClellan, 2006). The improvement in the CSSM method is

due to the correlation matrix of each frequency band handled by the transformation matrices

(Ebadi & Moghaddam, 2017). Another improvement is because the focused matrices are

averaged to generate a new correlation matrix. There are many techniques available to obtain

the focusing matrix (Yu, Liu, Huang, Zhou, & Xu, 2007). The classical methods have an

important drawback at an initial processing stage that requires some reference values related

to the signal. This requires prior knowledge of the direction of the emitted signal. The

estimation may end up to be far from the real source location. Another possible method

is the weighted average of signal subspaces (WAVES) that requires suitable initial values

and has a good performance based on the accurate selection of the initial values (di Claudio

& Parisi, 2001). The problem of the initial estimation attempted to be resolved using the

test of the orthogonality of projected subspaces (TOPS) and its further improvements. The

introduced method overcomes the problem with the initial assumptions but generated new

4



problems due to the false peaks encountered as a valuable signal source (Hayashi & Ohtsuki,

2016).

1.1.2Narrowband DOA estimation

The significance of DOA estimation still standing in a wide range of applications e.g. cellu-

lar communications, radar, sonar, astronomy and military due to its outperform and practical

functionality in locating emitting sources (Chen, Gokeda, & Yu, 2010). Generally, local-

ization process may involve joint estimation of frequencies, phase shifts, DOA and TOA

(Salamah & Doukhnitch, n.d.). One approach called a joint estimation of DOA to rely on a

time delay of the received signal. Such a process requires the transmitted signal to be known

before operation (Wax & Leshem, 1996). The method may produce good performance but

most of the time the type of transmitted signal is unknown.

On the DOA estimation side, researchers show great interest in calculating the most accu-

rate value of the DOA of the signal. The researchers have presented many alternatives to

the problems to reach real values for both narrowband and wideband signals (Bilgehan &

Abdelbari, n.d.; Cheng, Yu, Gu, & Su, 2013; ke Nie, zheng Feng, Xie, Li, & fei Xu, 2016;

Y. Wang, Yang, Chen, & Xiang, 2016). One of the problems is considered to be the low

SNR value of the signal (Shi, Yang, Shi, rui Zhu, & Hu, 2017; J. Zhang, Qiu, Song, & Tang,

2014). Another point to consider is the precision of the deterministic matrix for the signal

representation (J. Liu et al., 2015; Marinho et al., 2018; Wen & So, 2015). The calcula-

tion process in the DOA estimation normally uses a large number of snapshots to achieve

accuracy (Vincent, Pascal, & Besson, 2017). There is a trade-off between the number of

snapshots and accuracy (Liao & Fannjiang, 2016). However, increasing the number of snap-

shots increases the computational cost and needs some consideration (Yan, Wang, Liu, Cao,

& Jin, 2018). Finally, the DOA estimation only estimates the direction from where the signal

received. There are no introduction of a full locating procedure that gives the location of the

sources based on the DOA estimation.
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1.2Scope and Contributions of The Thesis

This thesis considers the localization of multiple signals using DOA estimation from the ar-

ray signal processing point of view. This thesis does not cover the hardware implementations

and specification of the aforementioned systems. However, a full detailed descriptions are

provided for all introduced techniques which can be used for further implementation and

developments. Moreover, practical and low complexity algorithms are provided that can be

used directly in real life applications. The contributions can be summarized as:

• A new localization system consists of two stages; first a spectrum sensing and edge

detection of unknown sources within the frequency spectrum of interest. The second

stage is a new wideband DOA estimation method. The introduced DOA estimation

method is a modified version of TOPS method and called Minimum Noisy Subband-

TOPS (MNS-TOPS) method. MNS-TOPS method removes the false peaks in TOPS

method in low SNR and achieve lower Root Mean Square Estimate (RMSE) values

than TOPS and its recent improvements.

• A novel wideband DOA estimation method based on probabilistic approaches. The

new method called Probabilistic Evaluation of Subspaces Orthogonality (PESO) method.

The introduced method uses Supervised Singular Value Decomposition (SupSVD)

method which is an improvement of Singular Value Decomposition (SVD). The new

method expresses the reference frequency subband using other frequency subbands.

The introduced DOA method is superior to latest DOA estimation methods and achieves

zero bias for very close sources.

• A novel narrowband DOA estimation method called Probabilistic Estimation of Sev-

eral Signals (PRESS). The introduced method has been developed based on the proba-

bilistic approach and TOPS wideband-based method for the narrowband signals. The

introduced method achieves higher accuracy than recent and existing methods.

• A full DOA estimation-based localization procedure that is suitable for a set of station-

ary array of antenna and On-board moving surveillance vehicle e.g. Unmanned Aerial

Vehicle (UAV) and Robot.
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CHAPTER 2

NEW WIDEBAND DOA ESTIMATION TECHNIQUES

2.1Introduction

In this chapter, the basics of DOA estimation for both narrowband and wideband signals will

be reviewed then the most well-known estimation methods will be previewed which applied

to narrowband signals directly. Also, we will review the main idea behind these estimation

methods which is the orthogonality of signal and noise subspaces.

2.2Signal Model

The model is built on the assumption of having a receiving Uniform Linear Array (ULA)

with 𝑀 antennas. The distance between the antenna sensors is denoted with variable 𝑑. The

distance 𝑑 have a requirement to be half the bandwidth of the highest received frequency.

Let us now assume 𝐷 far-field sources are transmitting in wideband format. The wideband

signals are ergodic and stationary zero-mean Gaussian random processes using the same

center frequency 𝑓𝑐 and same bandwidth 𝐵. The signals received at the antenna sensors are

assumed to be linearly independent and without correlation. The signal can be represented

as:

𝑥𝑚(𝑡) =
𝐷∑︁

𝑘=1

𝑠𝑘(𝑡− 𝑢𝑚 sin 𝜃𝑘) + 𝑛𝑚(𝑡), (2.1)

𝑥𝑚(𝑡) =
𝐷∑︁

𝑘=1

𝑎𝑚(𝜃𝑘) · 𝑠𝑘(𝑡) + 𝑛𝑚(𝑡), (2.2)

where 𝑠𝑘(𝑡) is the 𝑘th received independent signal. In (2.1), the signal includes a delay in

time. The delay time is due to the separation between the sensors. The first sensor is taken

to be the reference. The time delay is a phase shift in the frequency domain and can be

represented as in (2.2). The variable 𝑎𝑚(𝜃𝑘) represents the steering vector which has the

estimated value for the 𝑘th signal. The steering vector has a relation with the source of the
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𝑘th received wavefront impinging on the array with 𝜃𝑘 angle. The 𝑢𝑚 =
𝑑𝑚
𝑣

where 𝑑𝑚 =

(𝑚−1)𝑑, 𝑑 is the distance between sensors and 𝑣 is the wave propagation speed (Chen et al.,

2010). The signal model in (Schmidt, 1986) assumes 𝐷 signals with additional noise. The

additive noise 𝑛𝑚(𝑡) at each array element is assumed to be ergodic, stationary zero-mean

Gaussian random processes, and independent of the incident signals (Lee & Wengrovitz,

1991).

The signals in wideband the 𝑎𝑚(𝜃𝑘) denotes the steering vector that depends on the frequency

and not only the angle of arrival as in narrowband signals. The narrowband signal is treated

as a single frequency while the wideband signal is divided into several narrowband signals.

The subdivision process sampled and use Fast Fourier Transformation (FFT) to identify 𝐿

frequency bins (Yoon, Kaplan, & H. McClellan, 2006). Therefore, the wideband signal

model can be represented as:

X(𝑓𝑗) = A(𝑓𝑗, 𝜃𝑘)S(𝑓𝑗) + N(𝑓𝑗), (2.3)

X𝑚(𝑓𝑗) =
𝐷∑︁

𝑘=1

S𝑘(𝑓𝑗)𝑒
−𝑗2𝜋𝑓𝑗𝑢𝑚 sin 𝜃𝑘 + N𝑚(𝑓𝑗), (2.4)

where A(𝑓𝑗, 𝜃) denotes the steering matrix at the 𝑗th frequency and 𝑚 = 1, 2, 3 · · ·𝑀 repre-

sents the number of array elements. The variable N𝑚(𝑓𝑗) denotes the noise vector addition

on each sensor at the 𝑗th frequency. The steering matrix can be represented as:

A𝑚(𝑓𝑗, 𝜃𝑘) =
[︁
a1(𝑓𝑗, 𝜃𝑘) . . . a𝑀(𝑓𝑗, 𝜃𝑘)

]︁𝑇
(2.5)

=
[︁
1 𝑒−𝑗2𝜋𝑓𝑗𝑢1 sin 𝜃𝑘 . . . 𝑒−𝑗2𝜋𝑓𝑗𝑢𝑀−1 sin 𝜃𝑘

]︁𝑇
. (2.6)

The steering vector 𝑎𝑚(𝜃𝑘) will be represented as a𝑚(𝑓𝑗, 𝜃𝑘), and bold A represents the

steering matrix. The [𝑀 ×𝑀 ] correlation matrix can be represented as:

C𝑥𝑥 = 𝐸{X(𝑓𝑗)X
𝐻(𝑓𝑗)} (2.7)

= A(𝑓𝑗, 𝜃𝑘)S𝑠𝑠(𝑓𝑗)A
𝐻(𝑓𝑗, 𝜃𝑘) + 𝜎2(𝑓𝑗)I, (2.8)
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The variable 𝐸{.} represents the statistical expectation, S𝑠𝑠 denotes the signal correlation

matrix, 𝜎2 is the variance of the noise, A𝐻 is the Hermitian conjugate of the steering matrix,

and I is the identity matrix (Chen et al., 2010). The correlation matrix in such process is

unknown and need to be estimated as:

Ĉ𝑥𝑥 =
1

𝑁

𝑁∑︁
𝑖=1

X𝑖(𝑓𝑗)X
𝐻
𝑖 (𝑓𝑗), (2.9)

The process is well explained in 𝑁 snapshots (Stoica & Nehorai, 1989). The variable named

C𝑥𝑥 is a Hermitian matrix.

2.3Conventional DOA Estimation Methods

The incoherent DOA methods use the correlation matrix of each frequency bin directly to

identify the narrow bands. The average value of the correlation matrix leads to estimate the

angle of the sources. The coherent methods use the transformation matrix to exploit the

internal spatial information within each frequency bin (el Ouargui, Frikel, & Said, 2018).

In this section, two well-known DOA methods representing both incoherent and coherent

classifications are reviewed.

2.3.1IMUSIC

The Incoherent MUSIC method calculates the Eigen Value Decomposition (EVD) for each

correlation matrix that identifies the 𝑀 eigenvalues and corresponding eigenvectors. The

highest (𝐷) eigenvalues and their corresponding eigenvectors represents the signal subspace.

The remaining smallest eigenvalues (𝑀 −𝐷) and the corresponding eigenvectors represent

the noise subspace of the 𝑗th frequency bin. This can be represented as:

E𝑛(𝑓𝑗) = [𝑉𝐷+1 𝑉𝐷+2 · · ·𝑉𝑀 ], (2.10)

where 𝑉 represents the eigenvector corresponding to noise subspace. The IMUSIC algorithm

applies the narrowband MUSIC method to obtain the spatial spectrum for each frequency bin.

The IMUSIC spatial spectrum is calculated by
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F(𝜃) = arg min
{︀ 1

𝐿

𝐿∑︁
𝑗=1

a𝐻(𝑓𝑗, 𝜃)E𝑛(𝑓𝑗)E
𝐻
𝑛 (𝑓𝑗)a(𝑓𝑗, 𝜃)

}︀
. (2.11)

The detected peaks within the spatial spectrum are corresponding to the estimated DOAs

(Wax, Shan, & Kailath, 1984).

In favor conditions e.g. high SNR values (≥ 10𝑑𝐵), well separated sources and high number

of snapshots (𝑁 ≥ 100), IMUSIC is usually effective and achieves high resolution and very

low bias from the true DOAs. However, in low SNR values, which is the case in many

situations, IMUSIC suffers from the noise that assumed to be flat over the frequency range,

and though, it produces peaks at wrong angles (Yoon, Kaplan, & McClellan, 2006).

2.3.2TOPS

The TOPS method proposed in (Yoon, Kaplan, & McClellan, 2006) that the transformation

of the steering matrix at 𝑗th frequency bin to another focusing frequency called reference

frequency does not change the spatial information within the transformed steering matrix.

Unlike other coherent methods that apply the transformation matrix once and the transformed

steering vectors corresponding to the true DOAs are altered. TOPS transformation matrix is

calculated by:

Ψ𝑚,𝑚(𝑓𝑙, 𝜃𝑙)a𝑚(𝑓𝑗, 𝜃𝑗) = a𝑚(𝑓ℎ, 𝜃ℎ) (2.12)

where 𝑓ℎ = 𝑓𝑙 + 𝑓𝑗 . This transforms the steering matrix from frequency 𝑗, angle 𝜃𝑗 to fre-

quency ℎ, angle 𝜃ℎ. This is consistent with the aim of the TOPS method where all frequencies

are superimposed into a single frequency bin.

Once the correlation matrices are estimated, the EVD for each frequency bin can be cal-

culated to obtain the signal subspace E𝑠(𝑓𝑗) of the 𝑗th frequency bin. The process can be

represented as:

E𝑠(𝑓𝑗) = [𝑉1 𝑉2 · · ·𝑉𝐷]. (2.13)

Since the signal subspace E𝑠(𝑓𝑗) spans the same range as the steering matrix, TOPS proposed

12



that the range space spanned by the transformed signal subspace is the same as of the original

steering matrix A𝑚(𝑓𝑗, 𝜃). This can be represented as:

𝑟𝑎𝑛𝑔𝑒{Ψ𝑚,𝑚(∆𝑓, 𝜗)E𝑠(𝑓𝑗)} = 𝑟𝑎𝑛𝑔𝑒{A𝑚(𝑓𝑗, 𝜃)}, (2.14)

where ∆𝑓 = 𝑓𝑖 − 𝑓𝑗 and Ψ is the hypothesis search angle. At last, the TOPS method

constructs the following matrix as:

Q(𝜗) =
[︁
Y𝐻(𝑓1)E𝑛(𝑓1) · · · Y𝐻(𝑓𝐿)E𝑛(𝑓𝐿)

]︁
(2.15)

where E𝑛(𝑓𝑗) is the noise eigenvectors of the 𝑗th frequency bin and

Y(𝑓𝑗) = P(𝑓𝑗)Ψ𝑚,𝑚(∆𝑓𝑗, 𝜗)E𝑠(𝑓0) (2.16)

where ∆𝑓𝑗 = 𝑓𝑗 − 𝑓0. However, the implementation of Q matrix encounters some errors

that affect the overall resolution (Hayashi & Ohtsuki, 2016). Therefore, the projection matrix

P(𝑓𝑗) in the null space of a𝑚(𝑓𝑗, 𝜗) is used and calculated as:

P(𝑓𝑗) = I− a𝑚(𝑓𝑗, 𝜗)a𝐻
𝑚(𝑓𝑗, 𝜗)

a𝐻
𝑚(𝑓𝑗, 𝜗)a𝑚(𝑓𝑗, 𝜗)

. (2.17)

Finally, spatial spectrum for the TOPS method can be represented as:

𝐹 (𝜗) = arg min
{︀

(
1

𝑙𝑚𝑖𝑛(𝜗)

}︀
(2.18)

where the 𝑙𝑚𝑖𝑛(𝜗) is the minimum singular value at each 𝜗 hypothesis search angle of the Q

matrix in (2.15). The estimated DOA occurs when Q matrix losses its rank (𝜗 = 𝜃) (J. Zhang

et al., 2010).

2.3.3Squared-TOPS

An improvement to the TOPS method has been introduced in Squared-TOPS method to

enhance the accuracy of the DOA estimation. This advantage is done in Squared-TOPS

method by re-implementing the Q matrix in Equation 2.15 as follows:
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Q(𝜗) =
[︁
Y𝐻(𝑓1)E𝑛(𝑓1)E

𝐻
𝑛 (𝑓1)Y(𝑓1) Y𝐻(𝑓2)E𝑛(𝑓2)E

𝐻
𝑛 (𝑓2)Y(𝑓2) · · · Y𝐻(𝑓𝐿)E𝑛(𝑓𝐿)E𝐻

𝑛 (𝑓𝐿)Y(𝑓𝐿).
]︁

(2.19)

Then by applying the SVD to Equation 2.19 and taking the least singular values, the spatial

spectrum is plotted.

2.3.4Weighted squared TOPS

Further enhancement to the TOPS method proposed in (Hayashi & Ohtsuki, 2016) which

called Weighted Squared TOPS (WS-TOPS). WS-TOPS method contributes in two points.

Firstly, to reduce the false peaks in the spatial spectrum, the Q matrix in Equation 2.19 is

implemented as follows:

Q(𝜗) =
[︁
Z(𝑓1) Z(𝑓2) · · · Z(𝑓𝐿),

]︁
(2.20)

where

Z(𝑓𝑗) = Y𝐻(𝑓𝑗)E𝑛(𝑓𝑗)E
𝐻
𝑛 (𝑓𝑗)Y(𝑓𝑗) +

{︀
a𝐻
𝑚(𝑓𝑗, 𝜗)E𝑛(𝑓𝑗)E

𝐻
𝑛 (𝑓𝑗)a𝑚(𝑓𝑗, 𝜗)

}︀ 1

𝑀
I.

(2.21)

The min-

imum singular values of matrix Q represent the estimated DOA.

Secondly, by using weighting factor in the calculations of S-TOPS spectrum as follows:

𝑤𝑗 = 𝑒𝑠,𝑚𝑖𝑛/𝑒𝑛,𝑚𝑎𝑥 (2.22)
where

𝑒𝑠,𝑚𝑖𝑛 is the least eigenvalue representing signal subspace and 𝑒𝑛,𝑚𝑎𝑥 is the highest eigenvalue

representing noise subspace. The weighting factor reduces the accuracy of estimation in case

of noisy frequency bins, though a threshold is used to tackle this problem.

After processing Equation 2.20 and calculating the SVD for each hypothesis search angle,

the spatial spectrum can be calculated by:

𝐹 (𝜃) = arg max
{︀ 1

1
𝐾

∑︀𝐿
𝑗=1𝑤𝑗𝑙𝑚𝑖𝑛(𝜃)

}︀
(2.23)
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The improvements of WS-TOPS method reduce the false peaks and enhance the resolution

of the estimation. However it does not give a good solution on how to select the reference

frequency. Also, the computational costs are increased compared to the original TOPS algo-

rithm (Hayashi & Ohtsuki, 2016).

2.4MNS-TOPS

The DOA estimation in TOPS algorithm requires the carrier, lower and higher frequencies

for the signal under consideration. This becomes very difficult in the applications that the

source of the wideband signal is not known. Typical applications may be in astronomy,

unidentified signal reception or illegal broadcasting. Therefore, motivated by the desire to

identify the direction of unknown wideband signal sources and to reduce the computational

complexity of the TOPS-based DOA estimation method, this research has been carried out

to make an improvements on the wideband signal for the DOA estimation methodology as

follow:

• First, an edge detection algorithm is developed to identify the frequency spectrum of

the wideband signal arriving from a specific direction. The characteristic details of the

signal of interest extracted from the frequency spectrum.

• Second, the analysis stage followed by a new TOPS-based DOA estimation method.

The estimation of the DOAs analyzed by measuring the orthogonal relationship be-

tween the signal and the noise subspaces of multiple frequency components of the

sources. The TOPS method modified to utilize sub-band as a reference rather than the

complete incoming signal spectrum.

The new contribution produced a comparable improvement to the TOPS method. The over-

all resolution improved as the new DOA estimation method compared with TOPS, Squared-

TOPS, and WS-TOPS methods through computer simulated wideband signal. The perfor-

mance analysis shows that the introduced method works better than the classical TOPS al-

gorithm and its improvements at all levels of SNR ranges.
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Figure 2.1: Visual illustration of the edge detection process.

2.4.1Signal Detection

Let’s consider a wide range of frequencies of 𝑄 Hz from [𝑓0 to 𝑓𝑞] which is the range of

interest. Assume a 𝑃 wideband signals lie within this frequency range where the number

of signals, the bandwidth of each signal and the DOAs are unknown to the observer (Tian

& Giannakis, 2006). The Power Spectrum Density (PSD) of those frequency wideband

is assumed to be flat while its levels still unknown illustrated in Figure 2.1 (Saleem, Al-

Ghadhban, & Al-Naffouri, 2012).

The PSD of the incident signals is calculated by:

𝑃𝑠𝑑(𝑓) =
𝑃∑︁

𝑟=1

𝛽2𝑋𝑟(𝑓) + 𝑁(𝑓), (2.24)

where 𝛽2 is the signal power density and 𝑋𝑟(𝑓) is the spectral form for the normalized power

of each band which approximated as:

𝑋𝑟(𝑓) =

⎧⎨⎩ 1, ∀𝑓 ∈ 𝑄𝑟

0, ∀𝑓 /∈ 𝑄𝑟

(2.25)
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and the 𝑁(𝑓) is the white additive noise.

The edge detection using a multi-scale approach uses a wavelet transform of the incident

signal as follows

𝑇𝑠𝑋𝑟(𝑓) = 𝑋𝑟(𝑓) * 𝜑𝑢(𝑓), (2.26)

where the wavelet smoothing function calculated by

𝜑𝑢(𝑓) =
1

𝑢
𝜑𝑢

(︀𝑓
𝑢

)︀
, (2.27)

which could be for example a Gaussian function, 𝑢 is a dilated factor and its values is set

to a dyadic scale 𝑠 = 2𝑖, 𝑖 = 1, 2, · · · , is an integer number and * denotes the convolution

process. To detect the edges, the maxima of the Equation 2.26 is calculated where the first-

order derivative determines it which given by

𝑇 ′
𝑠 = |𝑋𝑟(𝑓) * 𝜑𝑢(𝑓)|′, (2.28)

where 𝑇 ′
𝑠 is the first-order derivative of 𝑇𝑠𝑋𝑟(𝑓) (Candes, Romberg, & Tao, 2006). The

frequency edge value can be calculated as

𝑓𝑟 = max{𝑇 ′
𝑠}, (2.29)

where 𝑓𝑟 is the 𝑟th estimated edges. This estimated edges is used to determine the signals

and calculate its bandwidth as follows:

�̂�𝑟 = 𝑓𝑟 − 𝑓𝑟−1, (2.30)

and the center frequency is 𝑓𝑐,𝑟 = (𝑓𝑟 + 𝑓𝑟−1)/2. Using a band pass filter e.g. Hilbert or

Butterworth to extract the 𝑟th signal of interest for further estimation of its DOA(Lv & Liu,

2013).
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2.4.2Proposed methodology

The reference frequency 𝑓0 is a significant factor in the TOPS method. The selection of

the reference frequency as the highest difference between 𝑒𝑠,𝑚𝑖𝑛, the least eigenvalue cor-

responding to signals, and 𝑒𝑛,𝑚𝑎𝑥, the highest eigenvalue corresponding to noises, produces

the highest resolution by selecting lowest interference with noise as:

𝑓0 = max{𝑒𝑠,𝑚𝑖𝑛 − 𝑒𝑛,𝑚𝑎𝑥}. (2.31)

Also, TOPS method is very complex due to the calculation of eigen decomposition for all

frequency bins. The calculation of the transformation matrix adds more computational costs

(Yoon, 2004). Therefore, in this research, a new method for the calculation of the refer-

ence frequency is proposed. For 𝐿 frequency bins within the wideband signal, the reference

frequency calculated as the minimum absolute integer as:

𝑓0,𝑛𝑒𝑤 = min
⃒⃒𝐿
𝑓𝑠

·𝑚𝑜𝑑
(︀𝑓𝑐
𝑓

)︀
− 𝑑

⃒⃒
(2.32)

where 𝑚𝑜𝑑(·) is the reminder function and 𝑓𝑠, 𝑓𝑐 and 𝑑 the sampling frequency, the cen-

ter frequency and the array elements displacement, respectively. This introduced method

produces less computational cost and achieves higher resolution than conventional TOPS

methods.

Based on the idea of using spatial information of all frequency bins and different frequency

bins have better spatial information than others, another improvement could be made to

improve the accuracy of the algorithm. This work proposes to calculate the SVD for every

Z(𝑓𝑗) matrix in equation 2.21 rather than using a weight factor for every hypothesis search

angle after the transformation of all frequency bins into the reference frequency. The process

follows with the summation of all minimum singular values for all frequency bins. The

process can be expressed as:

𝐹 (𝜃) = arg max
{︀ 𝐿∑︁

𝑗=1

𝑙𝑍,𝑚𝑖𝑛(𝜃)
}︀

(2.33)

The ratio in Equation 2.22 identifies the valuable frequency bins. A threshold technique
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applied to use only the valuable frequency bins that have better spatial information and are

less affected by noise.

𝑤𝑗 = 𝑒𝑠,𝑚𝑖𝑛/𝑒𝑛,𝑚𝑎𝑥 ≥ 𝑤𝑡ℎ (2.34)

where 𝑤𝑡ℎ is a threshold value.

Figure 2.2: The proposed algorithm.

This reduces the number of frequency bins 𝐿 applying to the algorithm. The process dis-

regards the rest of the frequency bins from the algorithm execution. The selection of the

threshold value 𝑤𝑡ℎ of the frequency bin selective indicator depends on the gap between

the signal and noise subspaces. The proposed method uses the mean values of all selective

indicator formulated as:

𝑤𝑡ℎ =
1

𝐿

𝐿∑︁
𝑗=1

𝑤𝑗(𝜃) (2.35)

The equation 2.35 applied successfully to both low and high values of the SNRs. Both

of which demonstrate different characteristics. The computational difference between each
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round of the signal and noise subspace calculation varies drastically. The wideband sig-

nal with high SNR produce large difference between computational points whereas the fre-

quency bins are highly effected by noise and the separation between the computational points

becomes very small at the low SNR. Finally the selective TOPS spatial spectrum is repre-

sented as:

𝐹 (𝜃) = arg max
{︀ 1∑︀𝐵

𝑗=1 𝑙𝑍,𝑚𝑖𝑛(𝜃)

}︀
, (2.36)

where the number of selected frequency bins 𝐵 is calculated as:

𝐵 =

⎧⎨⎩ 𝐿, ∀𝑆𝑁𝑅 < 10 dB

< 𝐿, ∀𝑆𝑁𝑅 ≥ 10 dB
(2.37)

The selected value of SNR is based on numerical calculation and can be varied accord-

ingly.

In this research, an algorithm of detecting unknown signals within a frequency range of

interest and estimate its location is proposed shown in Figure 2.2. The detailed version of

the algorithm with relevant references is to follow.
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Figure 2.3: Edge detection stage (a) shows the frequency spectrum of interest and (b) shows
the output of the edge detection.

• Step 1: The PSD of the incident signals is calculated by Equation 2.24.

• Step 2: The convolution of the wavelet function and the PSD is calculated by Equation

20



2.26.

• Step 3: The frequency edges are found by getting the maxima of the first-order deriva-

tive as in Equation 2.29 and the bandwidth is calculated by Equation 2.30.

• Step 4: FFT is applied and the selected wideband is divided to 𝐿 frequency subbands.

• Step 5: Using Akaike Information Criterion (AIC) or Minimum Description Length

(MDL) methods, the number of signals can be estimated.

• Step 6: Using the proposed method, reference frequency can be selected by Equation

2.32.

• Step 7: Using the selective indicator in Equation 2.34, only the good subbands will be

selected.

• Step 8: Further, the Z(𝑓𝑗) matrices are calculated using Equation 2.21 for the selected

frequency bins.

• Step 9: The DOAs of all signals can be estimated by Equation 2.33 for the minimum

singular values for every hypothesis search angle.

• Step 10: Repeat the previous steps to search over other wideband within the range of

interest.

Table 2.1: Simulation cases.

Simulation Case 1st Case 2nd Case 3rd Case 4th Case
Number of sensors 𝑀 10 8 10 10

Number of received signals 𝐷 3 3 3 5
Number of frequency bins 𝐿 26 26 16 26

2.4.3Simulation results

To demonstrate the performance of the introduced DOA estimation method, a Monte Carlo

simulation has been conducted on MATLAB environment for 200 trials. It is assumed that

a ULA with the number of elements 𝑀 = 10 recieved within the spectrum of interest a 4

wideband signals with characteristics e.g. different center frequencies and bandwidths. One

of these wideband includes a 𝐷 = 3 signals impinging on the ULA from a far-field at 20𝑜,
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(a) (b)

(c) (d)

Figure 2.4: Spatial spectrum at SNR = -5 dB for the four simulation cases, where (a) 𝑀 =
10, 𝐷 = 3 at (20𝑜 40𝑜 65𝑜) and 𝐿 = 26; (b) 𝑀 = 8, 𝐷 = 3 at (20𝑜 40𝑜 65𝑜) and
𝐿 = 26; (c) 𝑀 = 10, 𝐷 = 3 at (20𝑜 40𝑜 80𝑜) and 𝐿 = 16; and (d) 𝑀 = 10, 𝐷 = 5 at
(−10𝑜 7𝑜 30𝑜 65𝑜 80𝑜) and 𝐿 = 26.

40𝑜 and 65𝑜. These signals of interests have the same characteristics. 𝑓0 = 300, 𝑓𝑙 = 200,

𝑓ℎ = 400, 𝑓𝑠 = 1000, and 𝑏𝑤 = 200 are the center frequency, lower frequency, higher

frequency, Nyquist sampling frequency, and bandwidth respectively. All measured in MHz

and normalized to the center frequency. The number of frequency bins is assumed to be

𝐿 = 26. The signal with noise can be represented as:

𝑠𝑖(𝑡) =
𝐿∑︁

𝑗=1

𝑔𝑖(𝑡) exp(𝑗2𝜋𝑓𝑗𝑡) + 𝑛𝑖(𝑡), (2.38)

where 𝑔𝑖(𝑡) denotes the magnitude of the signal and 𝑛𝑖(𝑡) denotes the Additive White Gaus-

sian Noise (AWGN). Both are a Gaussian random variables where the signal to noise ratio

is 10. The snapshots are only 20 for 128 FFT points while in the literature they used at least

100 snapshots for 256 FFT points (Yoon, Kaplan, & McClellan, 2006; Hayashi & Ohtsuki,
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(a) (b)

(c)

Figure 2.5: RMSE of all three estimated sources for the three simulation cases, where (a)
𝑀 = 10, 𝐷 = 3 at (20𝑜 40𝑜 65𝑜) and 𝐿 = 26; (b) 𝑀 = 8, 𝐷 = 3 at (20𝑜 40𝑜 65𝑜) and
𝐿 = 26; and (c) 𝑀 = 10, 𝐷 = 3 at (20𝑜 40𝑜 80𝑜) and 𝐿 = 16.

2016). This advantage reduces the complicity significantly. For a full test of the introduced

method, 4 simulation cases have been conducted with the specifications summarized in Ta-

ble 2.1. For the 1st, 2nd, and 3rd cases, the 𝐷 = 3 at (20𝑜 40𝑜 80𝑜). For the 4th case

tested 𝐷 = 5 at (−10𝑜, 7𝑜, 30𝑜, 65𝑜, 80𝑜). The proposed method named subbands-

based TOPS (SB-TOPS) uses all the frequency bins while the proposed method MNS-TOPS

uses the selected frequency bins. This is just to show the effect of the improvement on the

accuracy of estimation.

Figure 2.3a shows the 4 wideband signals within the frequency spectrum. It shows different

power and bandwidth levels for each signal. After applying the edge detection stage, the

edges clearly visible and can be detected as seen in Figure 2.3b. A peak detection algorithm

can be easily applied to determine all the lower and higher frequencies of all wideband

signals.
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(a) (b)

(c)

Figure 2.6: Bias of the first source at 20𝑜 for the three simulation cases, where (a) 𝑀 =
10, 𝐷 = 3 at (20𝑜 40𝑜 65𝑜) and 𝐿 = 26; (b) 𝑀 = 8, 𝐷 = 3 at (20𝑜 40𝑜 65𝑜) and
𝐿 = 26; and (c) 𝑀 = 10, 𝐷 = 3 at (20𝑜 40𝑜 80𝑜) and 𝐿 = 16.

Figure 2.4 shows the spatial spectrum of the proposed method compared with TOPS and WS-

TOPS methods where the high peaks refer to the DOAs and false peaks. The figures are for

the 4 simulation cases and measured at SNR = −5 dB. For the first 3 cases, all the compared

methods estimate all the correct DOAs except for TOPS method which shows peaks at the

wrong angles. The proposed methods and WS-TOPS do not show such false peaks. The

proposed methods record higher power level than other methods with higher resolution. In

the 4th case, all methods did not estimate the DOAs at 65𝑜, 80𝑜 because the existence of

high noise.

Figure 2.5 show the RMSE for the first 3 cases of the simulation. Generally, RMSE is

calculated for the estimated DOAs of all sources by:
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(a) (b)

(c)

Figure 2.7: Bias of the second source at 40𝑜 for the three simulation cases, where (a) 𝑀 =
10, 𝐷 = 3 at (20𝑜 40𝑜 65𝑜) and 𝐿 = 26; (b) 𝑀 = 8, 𝐷 = 3 at (20𝑜 40𝑜 65𝑜) and
𝐿 = 26; and (c) 𝑀 = 10, 𝐷 = 3 at (20𝑜 40𝑜 80𝑜) and 𝐿 = 16.

RMSE =
1

𝐷

𝐷∑︁
𝑖=1

⎯⎸⎸⎷ 1

200

200∑︁
𝑟=1

|𝜃𝑖 − 𝜃𝑖,𝑟|2, (2.39)

where 𝜃𝑖 is the 𝑖th true DOA and 𝜃𝑖,𝑟 is the 𝑖th estimated DOA angle at the 𝑟th simulation

round. It shows that the proposed method overcome other methods in all simulation cases.

Further the the proposed methods achieve zero bias at high SNR value. Also, the use of the

good frequency bins enhance the estimation which shown in the performance of the MNS-

TOPS over the performance of SB-TOPS.

Figures 2.6 and 2.7 show the bias of the estimation from the actual DOA measured in de-

grees for the 1st and 2nd sources at 20𝑜 and 40𝑜, respectively. The proposed methods achieve

higher accuracy or less bias (< 0.01𝑜) than other methods. With lower computational costs
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Table 2.2: The complexity of common mathematical multiplications and stages used within
DOA algorithms.

Stage Complexity
FFT Subband extraction 𝑇 · log(𝑇 )

Correlation matrix 𝐿 ·𝑁 ·𝑂(𝑀2)
EVD 𝑂(𝑀3)
SVD 𝑂(𝑀3)

Matrix multiplication 𝑂(𝑚𝑛𝑝)

due to using less number of frequency bins, the proposed method MNS-TOPS overcome

SB-TOPS method at all SNR levels. This achievement without any existence of wrong esti-

mation.

Figure 2.8 shows the execution time consumed by each method using the same machine to

compare the performance of computation practically. It shows that the MNS-TOPS perfor-

mance overcome other compared methods WS-TOPS and SB-TOPS which uses less number

of frequency bins. In table 2.2, the common stages that most DOA estimation methods en-

counter. The proposed method SB-TOPS goes through the same stages as WS-TOPS method

except that WS-TOPS calculates SVD once while SB-TOPS calculates SVD for each fre-

quency bin. MNS-TOPS reduces that by selecting a subset of frequency bins. Then, bu

applying all the stages from beginning to only the selected frequency bins. This reduces the

complexity and explain the less consumed time shown in Figure 2.8. Figure 2.9 shows the

selective indicator that used by MNS-TOPS algorithm to select the frequency bins for further

analysis and discard the rest. It shows that for the 3rd case where less number of frequency

bins are used, higher values of the selective indicator than other cases indicates the effect of

choosing number of frequency bins on the DOA estimation.

2.4.4Conclusion

The proposed method includes two practical stages to address the wideband DOA estimation

of unknown sources which are target extraction and DOA estimation. Practically a mixed

signals with the same bandwidth received from different locations. Therefore, an edge de-

tection method proposed as a separation method to identifies the frequency spectrum and its

characteristics. Also, the DOA estimation methods suffer from wrong estimations and low
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(a) (b)

(c)

Figure 2.8: Mean execution time elapsed by each simulation cases, where (a) 𝑀 = 10, 𝐷 =
3 at (20𝑜 40𝑜 65𝑜) and 𝐿 = 26; (b) 𝑀 = 8, 𝐷 = 3 at (20𝑜 40𝑜 65𝑜) and 𝐿 = 26; and
(c) 𝑀 = 10, 𝐷 = 3 at (20𝑜 40𝑜 80𝑜) and 𝐿 = 16.

accuracy (higher bias). Thus, a proposed DOA estimation algorithm uses the characteristics

of the frequency bins of the targeted wideband signal to effectively determine the reference

frequency. It is also use a selective indicator to select a subset of the frequency bins to reduce

computational cost while sustaining a high resolution estimation. In a comparison against

TOPS and WS-TOPS methods, the simulation results shows the significant performance of

the introduced method.

The aims of any localization algorithm is to localize multiple targets accurately to a certain

level with the minimum complexity. This is to overcome the issue of tracking each target

separately which consume resources dramatically as the number of targets increase. Another

issue is the time consumed to locate the targets can be repeated continuously in case of

moving targets to track their movements. The localization algorithm should be at low latency

to be effective and practical. In the next research work, we tried to approach that aim.
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Figure 2.9: The selective indicator of all three estimated sources for the three simulation
cases, where 1st case: 𝑀 = 10, 𝐷 = 3 at (20𝑜 40𝑜 65𝑜) and 𝐿 = 26; 2nd case: 𝑀 =
8, 𝐷 = 3 at (20𝑜 40𝑜 65𝑜) and 𝐿 = 26; and 3rd case: 𝑀 = 10, 𝐷 = 3 at (20𝑜 40𝑜 80𝑜)
and 𝐿 = 16.

2.5PESO

2.5.1Introduction

In this research, we propose a new DOA estimation method for wideband signals to over-

come the problems encountered so far and produce accurate estimation at the lowest values

of SNRs with the least possible bias by evaluating the highest probability relation between

the signal and the noise subspaces of multiple frequency components of the sources. The

statistical probability of resolution in various frequency bins shows the advantage of a very

low computational cost than any existing DOA estimation method. The newly introduced

method uses enough frequency bins to resolve very close sources with minimum bias. The

method produces a very close estimation for the transmitting sources. The new method uses a

low number of snapshots for the first time. The main contribution can be classified as:

• Introducing a new DOA estimation method based on a probabilistic approach that

resolves the accurate DOA with zero bias at high SNR values and resolves the DOA

with the least possible bias at low SNR values.

• The statistical investigation of the probability of resolution in various frequency bins
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shows an advantage which lead to reduce computational cost than any existing DOA

estimation method. This enhancement can be applied to any existing DOA estimation

method to increase the accuracy.

The performance of the introduced method compared with well-known methods such as

IMUSIC and TOPS. The simulations show that the new technique performs better than oth-

ers in all range of SNR values. The newly introduced method tested with the lowest ever

used number of snapshots (30) and very low SNR values. The new method estimates the

exact DOA at a lowest computational cost while the conventional methods can not produce

accurate results.

2.5.2The Proposed method

The proposed method introduces the idea of selecting valuable subbands for further process-

ing while benefit form other subbands as well. The selection depends on the probability of

source detection. The proposed method allows to determine an accurate DOA at high SNR

values. The new method also produces the least bias at the extreme SNR values. More-

over, the proposed method studies the spatial spectrum itself without any modification to the

applied narrowband DOA method.

(1) Probability of source detection

The proposed method applies to the ordinary narrowband MUSIC method for each frequency

bin and obtains the spatial spectrum individually. The narrowband MUSIC spatial spectrum

for the 𝑗th frequency bin can be calculated as:

F(𝑓𝑗, 𝜑) = arg min
{︀
a𝐻(𝑓𝑗, 𝜑)E𝑛(𝑓𝑗)E

𝐻
𝑛 (𝑓𝑗)a(𝑓𝑗, 𝜑)

}︀
. (2.40)

where 𝜃 is the hypothesis search angle [−90𝑜 : 0.1𝑜 : 90𝑜].

Ideally, each frequency bin has the same spatial information before applying noise on each

sensor. However, the frequencies are affected due to channel path loss variations where the

signal follows a Gaussian distribution and the noise added at each sensor is an AWGN type.

Therefore, some of the frequency bins are less affected by path loss and noise than others

(Wax et al., 1984), and hence, the less affected frequencies are likely to contain more accurate
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values of the DOA information. Moreover, because each covariance matrix is estimated

using (3.5), the orthogonality between the steering vector corresponding to the DOA and

the eigenvectors of the noise subspace is not ideal and accordingly, not identical from one

frequency bin to another (Sharman, Durrani, Wax, & Kailath, 1984). As a result, false

peaks are detected in some frequency bins’ spatial spectrum and some also show only peaks

corresponding to the estimated DOAs.

Let ℜ𝑗 be a set of detected peaks at the 𝑗th frequency bin given by

ℜ𝑗 = {𝑝1, 𝑝𝑖, · · · , 𝑝𝛽}, 𝑤ℎ𝑒𝑟𝑒 𝑖 = 1, 2, · · · 𝛽 (2.41)

where 𝛽 denotes the number of detected peaks at the 𝑗th frequency bin. To calculate the

repetition of, a Mean Shifted Clustering (MSC) algorithm is proceeded (Carreira-Perpiñán,

2015). This led to a set of new angle clusters including the estimated DOAs represented

by:

𝛤𝜙 = {ℜ1 ℜ2 · · · ℜ𝜙 · · · ℜ𝑅}, (2.42)

where 𝜃𝑎𝑣𝑔(ℜ𝜙) is the mean angle of the 𝜙th angle cluster. Beginning with any arbitrary 𝑗th

frequency bin, let the distance between any two successive observed peaks to be 𝑙𝑖. Then the

mean limit can be calculated:

𝑙𝑖(𝑓𝑗) =
𝑝𝑖 + 𝑝𝑖+1

2
. (2.43)

Let a predefined search angle limit Θ be a small positive number that can be applied around

the mean angle of the 𝜙th angle cluster. The peak detection method can be classified as

follow. For any arbitrary detected peak 𝑝 ∈ ℜ𝑗 , if 𝑝 lies in-between 𝜃𝑎𝑣𝑔(ℜ𝜙) − Θ and

𝜃𝑎𝑣𝑔(ℜ𝜙) + Θ, then 𝑝 ∈ ℜ𝜙.

As a result, there will be more clusters than usual. However, narrowing the band around the

sources DOA will enhance the accuracy and raise the probability of the well detected peaks.

The peaks occur within right angle clusters. Such processing reduces the possibility of false

peaks. The false peaks often produce difficulty on both visual and mathematical estimation
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Figure 2.10: Visual illustration of the probability of detected peaks within the spatial spec-
trum of all frequency bins.

of the DOA. Fig. 2.10 visually illustrates the angle clusters that is a significant advantage in

the detection of the highest probability of peaks related to the accurate DOA angles while

discarding irrelevant peaks. Both, pure noises and noisy signal peaks yield high bias that

makes the peak to take place outside the angle clusters 𝑅5 and 𝑅10.

(2) Determination of accurate DOA

The process of taking the average value of the spatial spectrum of all frequency bins or imple-

menting a universal spectrum after transforming all frequency bins to a specified reference

fails to detect the exact location. Moreover, it occasionally shows peaks in wrong angles

at extreme conditions (Yoon, Kaplan, & McClellan, 2006). The unknown Gaussian sources

produce peaks to be detected that can be represented as a random variable. (Sharman et al.,

1984). Therefore, a clustering algorithm using mean shift scheme can be applied. Let the

detected peaks at the 𝜙th ℜ𝜙 to be random Gaussian variables and the probability of occur-

rence within the 𝜙th angle cluster be 𝑃 (ℜ𝜙|𝑝). It is assumed that the minimum eigenvalues

of noise subspace to be repeated and equal to zero
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𝜆𝐷+1 ≥ 𝜆𝐷+2 ≥ · · · ≥ 𝜆𝑀 ≥ 0, (2.44)

However, in practice, they are non-zero, small values and lie within a cluster. This concludes

that, there are a chance for the detected peak to be noise (Schmidt, 1986). Accordingly, the

probability of occurrence 𝜖𝜙(𝑝) of a pure random variable representing noise is independent

from source and vary with both path loss randomly and SNR gradually. Then,

𝑃 (ℜ𝜙|𝑝) = 𝑃 (ℜ𝜙|𝜃) + 𝜖𝜙(𝑝), (2.45)

where 𝑃 (ℜ𝜙|𝜃) is the probability of occurrence of the 𝑖th estimated DOA.

The probability of repetition within the 𝜙th angle cluster is calculated by:

𝜐𝜙(𝑝) =
𝑟

𝛽
(2.46)

where 𝑟 is the number of the peaks at the same angle and 𝛽 is the total number of peaks in the

𝜙th angle cluster where (𝑟 ≤ 𝛽 ≤ 𝐿). The number of occurrence 𝛽 depends on the SNR con-

dition and the value of Θ𝑖. It has been observed that the probability of repetition of accurate

DOAs is higher than the biased DOAs within the same narrow angle band where:

𝜐𝜙{𝜃1} ≥ 𝜐𝜙{𝜃2} ≥ · · · ≥ 𝜐𝜙{𝜃𝛽} (2.47)

Hence, the accurate DOA is the one that achieve the highest probability of repetition within

the 𝜙th angle cluster. Other peaks within the cluster are considered as biased DOA due to the

higher effect of noise. The visual examination of Fig. 2.10 highlights this lemmas where two

DOA 1 and 2 are detected. While 𝜃𝑚,1 and 𝜃𝑚,2 are the accurate DOAs, the 𝜃𝑎𝑣𝑔,2 suffers from

a bias. This illustrates that in some cases the total average is biased due to some frequency

bins biased estimation.

The assumption in (2.47) basically depends on the SNR condition and the distance from the

successive source of the DOA. Thus, in very low SNR, the probability of repetition 𝜐𝜙{𝜃𝑖} is

very low and have a bias due to the inability of accurate DOA determination. The proposed

method suggests to use a universal average between the cluster angles including the highest
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Figure 2.11: Normalized spatial spectrum at (a) -5 dB, and (b) -2.5 dB SNR for PESO
compared with IMUSIC and TOPS methods for sources at at 30𝑜, 50𝑜 and 65𝑜.

probably estimated angle and the most least bias for the DOA will be:

𝜃𝑇𝑎𝑣𝑔 = 𝑎𝑣𝑔{𝜃𝑖 ± Θ} 𝑤ℎ𝑒𝑟𝑒 𝜃𝑖 ∈ ℜ𝜙. (2.48)

The clusters with the highest number of peaks occurring among the frequency bins is cor-

responding to the estimated DOAs. Other clusters are assumed to be noise and will be

discarded. Besides, the elimination of the noise peaks, the computational cost degraded

eventually. For the favor conditions (SNR ≥ 10dB), the algorithm of determining the exact

DOA is processed by summing only the portions of the spatial spectrum with the exact lo-

cation only. The rest of the spatial spectrum will be minimized to the lowest value in each

spectrum.

F(𝜑) =

⎧⎪⎨⎪⎩
1

𝛽

∑︀𝛽
𝑗=1F(𝑓𝑗, 𝜑), 𝑤ℎ𝑒𝑟𝑒 𝜑 ∈ {𝜃𝑖 ± Θ} : 𝜃𝑖 ∈ ℜ𝑖

1

𝐿

∑︀𝐿
𝑗=1 min{F(𝑓𝑗, 𝜑)}, 𝑤ℎ𝑒𝑟𝑒 𝜑 /∈ {𝜃𝑖 ± Θ}

(2.49)

where ℜ𝑖 is the angle cluster of the 𝑖th estimated DOA and the 𝜃𝑖 ± Θ is the estimated DOA

and surrounded angles to be clear at the visual detect of the final spatial spectrum.

The algorithmic summary of the new method:

• Step 1: FFT is applied to the wideband and subdivided into 𝐿 frequency bins.
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Figure 2.12: The probability of resolution for proposed method PESO compared with IMU-
SIC and TOPS methods.

• Step 2: Using (2.40), the spatial spectrum of each frequency bin obtained.

• Step 3: Apply a a mean shift to arrange the observed peaks into angle clusters.

• Step 4: Calculate the probability of occurrence for each angle cluster.

• Step 5: Choose clusters with the highest probability as the DOA and discard other

clusters.

• Step 6: Plot the final spatial spectrum using (2.49).

2.5.3Simulation results

The newly proposed PESO algorithm tested using the MATLAB software for 200 Monte

Carlo simulation trials. The simulation scenario includes 3 wideband sources located at

positions 30𝑜, 50𝑜 and 65𝑜. The known pre-set values are 𝑓𝑙 = 200, 𝑓ℎ = 400, 𝑓0 = 300 and

𝑓𝑠 = 1000 MHz; the lowest frequency, the highest frequency, the center frequency, and the

Nyquist sampling frequency, respectively. The bandwidth is 𝑏𝑤 = 𝑓ℎ − 𝑓𝑙 = 400 − 200 =

200 MHz. All frequencies are normalized in the calculation. The signal with noise can be

represented as:
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Figure 2.13: Total RMS Error for all three detected wideband sources at 30𝑜, 50𝑜 and 65𝑜.

𝑠𝑖(𝑡) =
𝐿∑︁

𝑗=1

𝑔𝑖(𝑡) exp(𝑗2𝜋𝑓𝑗𝑡) + 𝑛𝑖(𝑡). (2.50)

The variable 𝑔𝑖(𝑡) represents the Gaussian random variable and 𝑛𝑖(𝑡) represents the AWGN.

The aim is to subdivide the frequency band. Therefore, FFT applied to the wideband signal.

The subdivided a number of frequency bins 𝐿 = 22 for all DOA methods. The performance

of the newly introduced method was tested with a low number (30) snapshots corresponding

to the 128 FFT points.

Fig. 2.11 shows the comparison results of PESO, IMUSIC, TOPS methods. The simulation

was tested with very low SNR values of -5 dB and -2.5 dB. The PESO method produces very

accurate results whereas IMUSIC and TOPS methods produce errors due to fluctuations at

wrong angles. The advantage of the PESO method is due to the assignment of the probability

of resolution such that any detection with a small range of error sets the probability to 1. This

ensures to capture all related signals even with the smallest amplitude.

Fig. 2.12 demonstrates the probability of resolution measured at each SNR value for all

simulation runs. Locations are accurately resolved with the PESO method. It is important

to note the accuracy of the PESO method especially at low SNR values while other methods
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Figure 2.14: Bias of the sources at (a) 30𝑜, (b) 50𝑜, and (c) 65𝑜 for the proposed method
PESO, IMUSIC and TOPS methods.
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Figure 2.15: Mean consumed time for 200 simulation rounds by the calculations of the
proposed method PESO, IMUSIC and TOPS methods.

suffer under such conditions. This is due to frequency selection at the initial stage.

Fig. 3.3 indicates the total RMSE for all sources under test. The total RMSE can be calcu-

lated as:

𝑅𝑀𝑆𝐸 =
1

𝐷

𝐷∑︁
𝑖=1

⎯⎸⎸⎷ 1

200

200∑︁
𝑟=1

|𝜃𝑖 − 𝜃𝑖,𝑟|2. (2.51)

𝜃𝑖 represents the 𝑖th true DOA and 𝜃𝑖,𝑟 represents the 𝑖th estimated DOA angle at the 𝑟th sim-

ulation round. The PESO method can accurately detect the DOA but TOPS method performs

badly. This is because the minimum number of snapshots was used in processing.

Fig. 3.4 indicate the bias of the three sources at 30𝑜, 50𝑜 and 65𝑜. The PESO method is

compared with IMUSIC and TOPS methods. The PESO method has the lowest bias. The

TOPS method achieves low bias at -5 dB. The accuracy of the PESO method is much better

even at very low SNR (≤ 0 dB). The PESO and IMUSIC produce accurate DOA values

at high SNR values (≥ 10 dB) with 0 bias. The PESO method produces higher resolution

and accuracy to detect all emitting sources from the first execution. This makes the PESO

method more reliable and practical.
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Fig. 2.15 indicates the execution time for the compared methods. The PESO method takes

the least execution time for all simulations. The mean execution time for the IMUSIC method

is 0.107 msec and the mean execution time for the TOPS method is 0.442 msec. The mean

execution time for PESO is 0.081 msec. The minimum execution time for the PESO algo-

rithm is because it determines the correct DOAs first before it evaluates the average of the

spatial spectrum for all frequency bins. This process results in minimum execution time as

indicated in Fig. 2.15.

2.5.4Conclusion

This research introduces a new DOA estimation method for wideband signals. The newly

introduced method adopts the statistical probability method to improve DOA estimation per-

formance under extreme conditions such as low SNR values. The simulation results verify

that the introduced method does not include false peaks in the spatial spectrum. The TOPS

and Squared TOPS methods produce many false peaks. The accuracy and resolution per-

formance superiority of the newly described method over the compared methods has been

proven. The newly introduced method does not require any initial estimates that lead to high

computational cost and inaccurate estimation of the DOA. The classical methods deteriorate

to estimate the DOA at close emitting sources. This is because all received signals are clas-

sified as noise and rejected in the calculation. The newly introduced method overcomes all

such problems and uses a very low number of snapshots in the calculation.
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CHAPTER 3

NEW NARROWBAND DOA ESTIMATION TECHNIQUES

3.1Introduction

Localization in a security system is a great concern, especially in 5G wireless networks and

beyond. Accurate localization has the advantage to eliminate deliberate attacks arriving from

different sources. The aim is to determine the location of multiple RF intruders and jammers

with minimum effort of computation. In this research, we present a precise DOA estima-

tion method for narrowband signal and a novel approach for geographical localization of

multiple unauthorized sources based on the probabilistic approach. The probabilistic based

localization behaves like the process of identifying incoming signals’ DOA with the maxi-

mum likelihood values. This process requires less computational effort and produce exact

DOA value. The precision of transmitter localization can be increased by using multiple

test points. We used three test points in this experiment. Each data was recorded with prior

knowledge of the test points. Once the accurate angle of arrival determined, a linear line

was drawn manually. The intersection of the lines identified the location of the transmit-

ter. The localization process is simple to apply and does not require prior knowledge of the

signal.

Mainly, this research has two contributions that can be summarized as;

• A novel DOA estimation method based on sub-spaces methods called Probabilistic

Estimation of Several Signals (PRESS). The introduced method achieves higher ac-

curacy in the lowest bias of the estimated DOA and the Lowest RMSE value among

narrowband DOA estimation methods such as Multiple SIgnal Parameter Estimation

(MUSIC), Total Least Square Estimation of Signal Parameters via Rotational Invari-

ance Technique (TLS-ESPRIT), Propagator Method (PM) and Capon methods at very

low SNR values.

• At a point of localizing the unknown signal source using 3 different DOA estimation

from 3 different stationary arrays of antenna or fixed array on top of a moving vehicle
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to estimate the geographical location of the source with high accuracy.

The newly introduced method produce almost exact results even at very low SNR values.

The PRESS method provides higher resolution and DOA accuracy than current models. The

simulation results show that the proposed method produces accurate localization concerning

the most recent introduced algorithms. The simulation and numerical results show that the

PRESS DOA estimation method can be applied directly to solve the localization issue with

a significant improvement compared with traditional localization techniques.

3.2Signal Model

Let’s assume a ULA of 𝑀 elements where the separation distance 𝑑 between every two ele-

ments is half the wavelength 𝜆 of the highest frequency. Consider a 𝐷 ergodic and stationary

zero-mean Gaussian random processes signals impinging on the array and emitted from far-

field sources. These signals assumed to be linearly independent and there is no correlation

between them. The received signal is expressed by:

𝑥𝑚(𝑡) = 𝑠𝑘(𝑡) · 𝑒−𝑗2𝜋(𝑚−1)𝑑 sin(𝜃𝑘), (3.1)

𝑥𝑚(𝑡) = 𝑎𝑚(𝜃𝑘) · 𝑠𝑘(𝑡), (3.2)

where 𝑠𝑘(𝑡) is the 𝑘th received signal power and 𝑎(𝜃𝑘) is the exponential term multiplied by

the signal power called the steering vector that includes the DOA of the 𝑘th signal (Chen

et al., 2010). An AWGN is added at each array element. Thus, the signal model can be

expressed in matrices form by:

X = AS + N, (3.3)

where N is a matrix of all noise vectors adds to the 𝑚th sensor. A is the steering matrix

given by:

A =
[︁
𝑎(𝜃1) 𝑎(𝜃2) . . . 𝑎(𝜃𝐷)

]︁𝑇
. (3.4)
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To extract the DOA information, we calculate the covariance matrix [𝑀 × 𝑀 ] of the data.

However, due to difficulty in obtaining the real correlation matrix, the statistical expectation

is estimated as following:

V̂𝑥𝑥 =
1

𝑁

𝑁∑︁
𝑖=1

X(𝑡𝑖)X
𝐻(𝑡𝑖), (3.5)

where 𝑁 is the number of snapshots taken from sensors. This equation of the covariance

matrix is the fundamental for all DOA estimation methods where all of them try to apply

different techniques in order to estimate the DOA with high accuracy (Schmidt, 1986).

3.3Conventional DOA Estimation Methods

Let’s now apply the EVD to the covariance matrix and calculate (3.5) as:

V𝑥𝑥𝑤𝑟 = 𝑒𝑟𝑤𝑟 = 𝜎2𝑤𝑟. (3.6)

Its eigenvalues can be obtained and sorted descendingly. The first [𝑀 − 𝐷] eigenvalues

stand for the incident signals while the rest smallest eigenvalues are considered as noises.

The corresponding eigenvectors of the two eigenvalues sets are called signal subspace E𝑠

and noise subspace E𝑛 respectively and expressed by:

E𝑠 =
[︁
𝑊1 𝑊2 . . . 𝑊𝐷

]︁
, (3.7)

E𝑛 =
[︁
𝑊𝐷+1 𝑊𝐷+2 . . . 𝑊𝑀

]︁
, (3.8)

where 𝑊 is the 𝑚th eigenvector of the covariance matrix (Paulraj et al., 1993).

3.3.1MUSIC

The MUSIC is a well-known DOA estimation method firstly introduced in (Schmidt, 1986).

MUSIC method elementary idea is that the eigenvectors of noise subspace are orthogonal to

the columns of steering matrix that are in the signal subspace. This means that nulling the

corresponding noise subspace in the steering matrix will declare the DOA of incident signals
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but due to the lack in snapshots, some noise will appear (ke Nie et al., 2016). The power

spectrum for the MUSIC algorithm is:

F(𝜃) =
1

a𝐻(𝜃)E𝑛E𝐻
𝑛 a(𝜃)

. (3.9)

When the denominator in (3.9) goes to zero for the true angles of the signals, the power

spectrum will have peaks indicating this angles (Becker, Chevalier, & Haardt, 2017).

3.3.2ESPRIT

Another well established DOA estimation method is ESPRIT and its improvements; Least

square (LS-ESPRIT) and TLS-ESPRIT (Tayem, Omer, Gami, & Nayfeh, 2013) which basi-

cally subdivide the steering array to two well-displaced arrays that exploit the DOA informa-

tion by taking the eigen decomposition of the estimated data covariance matrix mentioned in

(3.5) and these two sub-arrays (Paulraj, Roy, & Kailath, 1986). The two sub-arrays will have

a signal model is given by:

X1 = AS + N1, (3.10)

X2 = A𝛾S + N2, (3.11)

where N1 and N2 are the additive noise vectors added to the two arrays respectively, and 𝛾 is

the rotation [𝑀 ×𝑀 ] matrix expresses the displacement between the two arrays and defined

by:

𝛾 =

⎡⎢⎢⎢⎢⎢⎢⎣
𝑧1 0 . . . 0

0 𝑧2 . . . 0
...

...
...

...

0 0 . . . 𝑧𝑀

⎤⎥⎥⎥⎥⎥⎥⎦ , (3.12)

where 𝑧𝑚 = 𝑒𝑗𝜆𝑑 cos 𝜃𝑚 and 𝑑 is the distance between the two arrays (Roy, Paulraj, & Kailath,

1986).
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3.3.3Capon

Capon method is one of the earliest introduced methods to solve the problem of DOA es-

timation and source localization (Capon, 1969; Stoica, Händel, & Söderström, 1995). It

is similar to Maximum Likelihood. Capon method directly applied the minimum variance

approach to the invert of the covariance matrix in order to achieve higher resolution than

previous methods. The spatial spectrum of Capon calculated by:

F(𝜃) =
1

a𝐻(𝜃)V̂𝐻
𝑥𝑥a(𝜃)

, (3.13)

where V̂
′
𝑥𝑥 is the invert of the covariance matrix (Tzafri & Weiss, 2016). Capon method

performance suffers from high bias compared with other methods. Therefore, EVD meth-

ods still much better in terms of resolution and accuracy (Handel, Stoica, & Soderstrom,

1993).

3.3.4PM

PM method firstly introduced in (Marcos, Marsal, & Benidir, 1995), which follows a ap-

proach analogical to ESPRIT method. PM method split the covariance matrix into two ma-

trices. The first matrix 𝑈 with dimension [𝑀, 1 : 𝐷] and the second matrix 𝑉 dimension

will be [𝑀,𝑀 −𝐷 : 𝑀 ] (Sun, Wang, & Pan, 2019).

G =
U

′
V

U′ *U
, (3.14)

P = [G
′−I], (3.15)

where I is the identity matrix of dimension [𝑀 −𝐷] (Shiying & Hongqiang, 2018). Finally,

The spatial spectrum of PM is calculated by

F(𝜃) =
1

a𝐻(𝜃)P𝐻Pa(𝜃)
. (3.16)
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3.4The Proposed Method

The introduced methodology consists of two stages. Firstly, it estimates the DOA using a

new method. Secondly, using a DOA estimation from different locations, the geographical

location of the sources can be revealed with high accuracy. In general, DOA methods give

the direction from where the signal impinging on the array of sensors. However, it is possible

using three different sets of arrays as it is the minimum number to estimate the location of the

signals within a considerable range, especially for very close sources. In this section, firstly,

the novel DOA method called PRESS is introduced. Secondly, the localization algorithm is

presented.

3.4.1PRESS DOA Estimation Method

The proposed DOA method exploits the spatio-temporal information within the sensor data

before drawing the final spatial spectrum. First, the conventional subspace estimation for

narrowband signal is calculated by

Q = a𝐻(𝜃)E𝑛E
𝐻
𝑛 a(𝜃), (3.17)

where E𝑛 is the noise subspace expressed by (3.8) and a(𝜃) is the steering vector. Inspired by

the accuracy enhancement done in TOPS method and its latest developments for wideband

signal (Bilgehan & Abdelbari, n.d.), the accuracy of (3.17) is enhanced by the projection of

steering vectors as follows:

R = H *Q, (3.18)

where

H = I− a * a𝐻

a𝐻 * a
, (3.19)

where I is the identity matrix of dimension [𝑀 − 𝑀 ]. Although the estimation in (3.18)

is much better than usual DOA methods, the side false peaks are very high and affecting

the estimation dramatically. Thus, another calculation is applied by multiplying the signal

subspace E𝑠 expressed by (3.7) to reduce these peaks as follows:
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Array 1 Array 2 Array 3

S1

S2

θ1,a1 θ1,a2 θ1,a3θ2,a1 θ2,a2 θ2,a3

Figure 3.1: Visual illustration of localization algorithm using 3 arrays to locate two sources.
S1 and S2 are the locations of the sources 1 and 2 respectively. 𝜃1,𝑎1 and 𝜃2,𝑎1 are the esti-
mated DOA at the first array from the S1 and S2, respectively. 𝜃1,𝑎2 and 𝜃2,𝑎2 are the estimated
DOA at the second array from the S1 and S2, respectively. 𝜃1,𝑎3 and 𝜃2,𝑎3 are the estimated
DOA at the third array from the S1 and S2, respectively.

Z = H𝐻 * (E𝑠 * E𝐻
𝑠 ) *H. (3.20)

Finally, the SVD is applied to (3.20) for each hypothesis search angle 𝜃 and taking the least

singular value 𝜇(𝜃). The PRESS Spatial Spectrum can be calculated by:

F(𝜃) = arg max
{︀ 1

𝑚𝑖𝑛{𝜇(𝜃)}
}︀
. (3.21)

3.4.2Localization Algorithm

For the source geographical locating approach, at least three observations have to be taken

from three different known locations of either three fixed array of sensors or a moving vehicle

with fixed array on top of it.

Let’s assume the general case where a three array located at the same baseline where their

geographical location is known. Each array has a ULA geometry. The displacement between
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each array is also known to the observer. In Fig. 3.1, an example of locating two sources

where each array estimates the DOA from its observation point. In an ideal case, the lines of

DOAs for single source assumed to intersect at the same point. However, in practice, there

is a bias from the exact DOA measured by each array. This is illustrated in Fig. 3.1, where

the DOAs form a small triangle around the location of each source. Further, by putting this

measurement into a map of the covered area, the estimated geographical location ( longitude

and latitude ) of the source can be revealed.

Assume a set of estimated DOAs for the 𝑖th source of the 𝑣th array given by:

Θ𝑖,𝑣 =

⎡⎢⎢⎢⎢⎢⎢⎣
𝜃1,1 𝜃1,2 · · · 𝜃1,𝑣 · · · 𝜃1,𝑉

𝜃2,1 𝜃2,2 · · · 𝜃2,𝑣 · · · 𝜃2,𝑉
...

...
...

...
...

...

𝜃𝐷,1 𝜃𝐷,2 · · · 𝜃𝑖,𝑣 · · · 𝜃𝐷,𝑉

⎤⎥⎥⎥⎥⎥⎥⎦ , (3.22)

where 𝑉 is the number of arrays and D is the number of sources. From the assumption that

the first element of the array is the reference, a line can be drawn for the 𝑖th source of the 𝑣th

array by calculating the full angles of each triangle using the DOA information and getting

the distance from each array using the basics of trigonometry. The calculation for the first

source is as follow

𝑠𝑖𝑛(𝜃1,1)

𝑅1,2

=
𝑠𝑖𝑛(𝜋 − 𝜃1,2)

𝑅1,1

=
𝑠𝑖𝑛(𝛾1,1)

𝑑1
, (3.23)

𝑠𝑖𝑛(𝜃1,2)

𝑅1,3

=
𝑠𝑖𝑛(𝜋 − 𝜃1,3)

𝑅1,2

=
𝑠𝑖𝑛(𝛾1,2)

𝑑2
, (3.24)

where 𝑅1,1 is the distance from the 1st array to the 1st source, 𝑅1,2 is the distance from the

2nd array to the 1st source, 𝑅1,3 is the distance from the 3rd array to the 1st source, 𝑑1 is

the distance between 1st and 2nd arrays, and 𝑑1 is the distance between 2nd and 3rd arrays.

𝛾1,1 denotes the angle in front of 𝑑1 in the triangle [array 1, S1, array 2] and 𝛾1,2 denotes the

angle in front of 𝑑2 in the triangle [array 2, S1, array 3]. Then, the distances 𝑅1,1, 𝑅1,2, and

𝑅1,3 can be calculated as follow
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Figure 3.2: Normalized spatial spectrum at -5dB for PRESS, MUSIC, PM, and Capon meth-
ods for sources at 26𝑜, 30𝑜, 45𝑜, 53𝑜, and 60𝑜.

𝑅1,1 =
𝑑1 · 𝑠𝑖𝑛(𝜋 − 𝜃1,2)

𝑠𝑖𝑛(𝛾1,1)
, (3.25)

𝑅1,2 =
𝑑1 · 𝑠𝑖𝑛(𝜃1,1)

𝑠𝑖𝑛(𝛾1,1)
=

𝑑2 · 𝑠𝑖𝑛(𝜋 − 𝜃1,3)

𝑠𝑖𝑛(𝛾1,2)
, (3.26)

𝑅1,3 =
𝑑2 · 𝑠𝑖𝑛(𝜃1,2)

𝑠𝑖𝑛(𝛾1,2)
. (3.27)

Furthermore, by inserting this information into a map or estimation the triangle around the

source location. The aforementioned calculations can be easily done for other sources. Also,

it’s easy to implement in real localization devices for different application.

3.4.3The PRESS algorithm

For DOA estimation, the PRESS algorithm defined as:

• Step 1: Calculate the covariance matrix using (3.5) for the 𝑙th set of snapshots and

apply the eigenvalue decomposition to get the signal subspace and noise subspace in

(3.7) and (3.8).
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Figure 3.3: Total RMSE measured from -5dB to 25dB values of SNR for PRESS, MUSIC,
TLS-ESPRIT, PM, and Capon methods for five sources located at 26𝑜, 30𝑜, 45𝑜, 53𝑜, and 60𝑜.

• Step 2: Calculate (3.17), (3.18) and (3.20).

• Step 3: Find the minimum singular value for each hypothesis angle and plot the spatial

spectrum using (3.21).

For source localization, the algorithm will be:

• Step 1: Estimate the DOA of the 𝑖th source using a minimum of three arrays.

• Step 2: Place the location of the 𝑣th array on the map and draw a linear line corre-

sponding to the 𝜃𝑖,𝑣.

• Step 3: The location of the 𝑖th source can be determined as the intersection of the 𝑉

lines.

3.5Simulation Results

To evaluate the performance of the PRESS DOA estimation and localization algorithm, a

Monte-Carlo simulation has been run for 250 trials on MATLAB (version 2018a) and one

study case emulated for the localization algorithm. Let’s assume a ULA of 𝑀 = 10 elements

displaced by a normalized distance 𝑑 = 0.5. The 𝐷 = 5 sources for the simulation are

located under the far-field assumption at [ 26𝑜, 30𝑜, 45𝑜, 53𝑜, and 60𝑜]. The normalized
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(a) (b)

(c)

Figure 3.4: Bias of the source at: (a) 26𝑜, (b) 30𝑜, and (c) 60𝑜, for PRESS, MUSIC, and
TLS-ESPRIT methods.
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Figure 3.5: The case study of localization algorithm in which it locates three sources at three
different locations using three arrays.

frequencies of the 5 sources are [𝜋/4, 𝜋/3, 2/3𝜋, 𝜋, and 5/4𝜋]. The received signal can be

expressed by

𝑠𝑖(𝑡) = 𝑔𝑖(𝑡)𝑒
𝑗2𝜋𝑓𝑐𝑡 + 𝑛𝑖(𝑡), (3.28)

where 𝑔𝑖(𝑡) is a Gaussian random variable that represents the magnitude of the signal and

𝑛𝑖(𝑡) is a random variable representing the AWGN. The number of snapshots is taken for both

the simulation trials and the case study is 𝑁 = 10, 000 for all DOA methods to demonstrate

the effectiveness and novelty of the PRESS method.

Fig. 3.2 shows a significant enhancement in the resolution of the spatial spectrum of the

PRESS method compared with the traditional DOA methods even at very low SNR value

(-5 dB) for all sources and especially for very close sources at 26𝑜 and 30𝑜. Capon and PM

method performance degrades as the SNR decreases dramatically and can not estimate all the

DOAs while MUSIC method performance still robust and acts well at low SNR. Despite that,

Fig. 3.2 clearly shows the superior of the PRESS method resolution even with the observed

low level of noise that appears in the spectrum. This noise actually appears at very low dB

(< 10−11dB) and does not affect the accuracy of the estimation as other analysis metrics

prove.

Fig. 3.3 shows the total RMSE for all sources. Obviously, the performance of subspace

methods; MUSIC and TLS-ESPRIT are much better than the performance of Capon and

PM methods. However, due to the deep exploit of the probabilistic in PRESS method, it

achieves the lowest estimation error ever in low SNR values (< 10dB). In high SNR values,
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the performance of PRESS method is similar to the MUSIC method which still better than

other existing methods.

Fig. 3.4 illustrates the absolute bias from the correct DOA of 26𝑜, 30𝑜, and 60𝑜 angles sepa-

rately which has been averaged over the number of simulation trials. Here, the performance

of PRESS method is compared with only the two high-resolution methods; MUSIC and

TLS-ESPRIT to make the presentation of the results clear and intensive. Firstly, the bias for

all DOAs of all methods is very low (< 0.05) due to the high number of snapshots. Sec-

ondly, the effectiveness of TLS-ESPRIT is still less than MUSIC which is comprehensible

from Fig. 3.4a, and 3.4b. However, the performance can be very close or even better in

some cases which can be seen from some overcome of TLS-ESPRIT performance in low

SNR values. This is because the resolution degrades dramatically and in some cases, the

DOA method can’t estimate all sources with the same accuracy. For PRESS method, Fig.

3.4 shows the supreme and noteworthy performance for all sources which does not exceed

0.025 at the most in the extreme SNR value -5 dB. Moreover, the outstanding performance of

PRESS method observed in the estimation precise for all DOAs that makes PRESS method

robust against noise and not affect by the low SNR.

The complexity of the PRESS method compared to other stimulated methods is measured

by calculating the averaged elapsed time taken by each algorithm. The averaged elapsed

time for Capon is 3.08 * 10−03 msec, for MUSIC is 2.20 * 10−03 msec, for TLS-ESPRIT is

4.41 * 10−05 msec, for PM is 1.78 * 10−03 msec, and for PRESS is 1.26 * 10−02 msec. Due to

the calculation of SVD at every hypothesis angle, PRESS method suffers from slightly high

computational costs in comparison with other methods.

Table 3.1: Bias of PRESS method at -5dB for the three sources measured from three sepa-
rated locations.

Location No. 𝜃1 Bias 𝜃2 Bias 𝜃3 Bias
1st location 19𝑜 0𝑜 26𝑜 0𝑜 35𝑜 0.0008𝑜

2nd location 26𝑜 0𝑜 45𝑜 0.006𝑜 60𝑜 0𝑜

3rd location 41𝑜 0𝑜 −3𝑜 0𝑜 −15𝑜 0.0002𝑜

The localization algorithm tested with a case study. Firstly, three different locations were

selected to record the data received from 3 sources at -5 dB. To be practical, the sensors data
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is recorded for 3000 snapshots. Secondly, the PRESS DOA estimation has been applied and

the bias is shown in Tab. 3.1. The newly introduced method illustrates very low bias (as

low as zero) in some observations. The low bias leads to a precise estimation of the source

location. In Fig. 3.5, the localization of three sources at three different locations can be

accurately determined. It is shown that source 𝑆1 has been locked on its location with zero

bias. For the second 𝑆2 and third 𝑆3 sources, the bias is infinitesimal according to Tab. 3.1

and shown in Fig. 3.4 as 𝑟1, 𝑟2 and 𝑟3 that can be assumed as zero and their locations are

declared without any errors. The newly introduced algorithm performs best among the exist-

ing localization algorithms . The new algorithm produces the least average error compared

with source locating (1.83 m) algorithm in (Bulusu, Heidemann, & Estrin, 2000) and has

smaller bias circle than (> 0.2𝑜) in (Han, Xu, Duong, Jiang, & Hara, 2013) around each

source (Nazir, Shahid, Arshad, & Raza, 2012) (Jiang, Wang, & Zhang, 2018).

3.6Conclusion

Localization has always been an important part of the security systems in wireless networks

like cellular networks and WSN. There are many algorithms introduced to overcome such a

problem, but they are both complex to handle based on resource constraints and involving

a large estimation error. The proposed DOA estimation method assigns probabilistic values

to related peaks. Therefore, the uncorrelated peaks have small probabilistic values that can

easily be identified. The second important contribution is the biasing in spatial analysis kept

very narrow so most of the uncorrelated signal components are not involved in the calculation

process. This reduces the computational cost to low limits. The simulation results show that

the newly introduced PRESS method produces an accurate localization for multiple sources.

The PRESS method can be successfully used to overcome the problem of attacks arriving

at the emitter and it is suitable for dynamic environments. More experimental studies are

needed to demonstrate and implement the localization of RF sources using DOA information

in practice which will have a great impact in many applications.
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CHAPTER 4

CONCLUSIONS AND FUTURE WORK

4.1Conclusions

The aims of any localization method is to localize multiple targets accurately to a certain

level with the minimum complexity. This is to overcome the issue of tracking each target

separately which consume resources dramatically as the number of targets increase. Another

issue is the time consumed to locate the targets can be repeated continuously in case of

moving targets to track their movements. The localization algorithm should be at low latency

to be effective and practical.

The DOA estimation is very effective in the localizing the origin or source of any signal

from any type. This is useful in understanding both the source and the signal better. Also, it

has many applications in several fields such as wireless networks, astronomy, radars, sonars,

seismology, and military surveillance. DOA is an estimation problem which tries to reveal

the underlying parameters in the sensors data using different mathematical techniques, the

geometry of the array of antenna, and the characteristics of the received signals. Matrix mul-

tiplication and manipulation are almost the core of the exploitation of the DOA information

e.g. matrix sub-spaces orthogonality, eigen compensation, and singular value decomposition.

Due to the natural differences between narrowband and wideband signals, the DOA estima-

tion of both signals is different and so the methods estimating the DOA in a narrowband are

not sufficient for wideband DOA estimation. Wideband DOA methods are classified into

two main categories; incoherent e.g. IMUSIC and coherent methods e.g CSS, WAVES and

TOPS. However, the existing method did not address the issues of wrong estimation, high

bias, high complexity, unknown characteristics of the sources, revealing the location based

on the estimated DOA.

In this thesis, such issues have been addressed. Several contributions including narrowband

and wideband DOA estimation methods proposed in the research that use different tech-

niques to achieve a high-resolution estimation while maintaining low computational costs.
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The finding in this thesis shows that there are some dominant factors controlling the com-

plexity of each algorithm. Exploring this factors within the well known DOA methods while

maintaining a high resolution is investigated through the results and discussion.

4.2Future Work

A hardware implementation of an application-based localization system that uses one of the

recent DOA estimation algorithms with array of sensor suitable for those specific applica-

tions. For instance, a localization device for the next generation mobile network which help

on locating and hence, optimizing the power, bandwidth for each mobile user.

Another future work is the studying of moving objects and the effect of its characteristics on

the localization process. For instance, in medical field, the localization of humans based on

heart beats or in astronomy, the localization of stars based on the emitted electromagnetic

signals. Such objects encounter very different movement characteristics which may affect

the localization significantly.
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