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ABSTRACT 

Brain Tumor Detection Using Convolutional Neural 

Network 

Ahmad, Nisar 

Master, Department of Software Engineering 

August 2022, 87 pages 

   

Brain tumors have a wide range of appearances and share many features with 

normal tissues, making the extraction of tumor areas from images difficult. 

Furthermore, when there is a vast quantity of data to be handled manually, it becomes 

a time-consuming effort. The data augmentation approach, CNN model, and pre-trained 

model were used as part of this thesis study to build a model for detecting brain tumour 

from two-dimensional MRI scans. The Kaggle dataset of tumors of various sizes, 

shapes, and intensities was used in the experimental work. 

According to some, deep learning may help overcome the difficulties connected 

with detecting and treating brain tumors. The deep learning approach, one of the most 

modern technical methods for classifying and detecting tumors, has long been 

influential in removing aberrant tumor areas from the brain. Neural Network 

classification algorithms and Advanced Artificial Intelligence may be successful in the 

early diagnosis of brain cancers. Convolutional neural network (CNN) models were 

built using the VGG 16 to find brain tumors, and parameters were selected to train this 

model to assess the literature solutions. Because of its simplicity, VGG16 is one of the 

most effective CNN models. In addition, the research found a way to quickly, 

efficiently, and precisely diagnose brain cancers using MRI. VGG 16 was utilized as 

the leading network to create feature maps, which were categorized into tumor regions, 

using the Faster CNN. Performance was evaluated based on the accuracy of the 

predictions. Using a dataset of 253 MRI brain scans, with 155 revealing tumors, my 

proposed technique was tested on this dataset. My method may help detect tumors in 

MR images of the brain. Good accuracy of VGG 16 99.94 percent, CNN 97 percent, 

RestNet50 45.75 percent, and InceptionV3 48.85 percent. 

 

Keywords: Brain tumor, image processing, artificial networks, convolutional neural 

network    



v 
 

ÖZET 

Evrişimsel Sinir Ağı Kullanarak Beyin Tümörü 

Tespiti 

Ahmad, Nisar 

Yüksek Lisans, Yazılım Mühendisliği Bölümü 

Ağustos 2022, 87 sayfa 

   

Beyin tümörlerinin çok çeşitli görünümleri vardır ve normal dokularla birçok 

özelliği paylaşırlar, bu da görüntülerden tümörlü alanların çıkarılmasını zorlaştırır. 

Ayrıca, elle işlenecek çok büyük miktarda veri olduğunda, zaman alan bir çaba haline 

gelir. Veri büyütme yaklaşımı, CNN modeli ve önceden eğitilmiş model, iki boyutlu 

MRI taramalarından beyin tümörünü saptamak için bir model oluşturmak için bu tez 

çalışmasının bir parçası olarak kullanıldı. Deneysel çalışmada, çeşitli boyut, şekil ve 

yoğunluktaki tümörlerin Kaggle veri seti kullanıldı. 

 Bazılarına göre, derin öğrenme, beyin tümörünü tespit etme ve tedavi etme ile 

ilgili zorlukların üstesinden gelmeye yardımcı olabilir. Tümörleri sınıflandırmak ve 

tespit etmek için en modern teknik yöntemlerden biri olan derin öğrenme 

yaklaşımının, beyindeki anormal tümör alanlarını temizlemede etkili olduğu uzun 

zamandır gösterilmiştir. Sinir Ağı sınıflandırma algoritmaları ve Gelişmiş Yapay 

Zeka, beyin kanserlerinin erken teşhisinde başarılı olabilir. Beyin tümörünü bulmak 

için VGG 16 kullanılarak konvolüsyonel sinir ağı (CNN) modelleri oluşturuldu ve 

literatür çözümlerini değerlendirmek üzere bu modeli eğitmek için parametreler 

seçildi. Basitliği nedeniyle VGG16, en etkili CNN modellerinden biridir. Ayrıca 

araştırma, MRI kullanarak beyin kanserlerini hızlı, verimli ve hassas bir şekilde teşhis 

etmenin bir yolunu buldu. VGG 16, Faster CNN kullanılarak tümör bölgelerine göre 

sınıflandırılan özellik haritaları oluşturmak için ana ağ olarak kullanıldı. Performans, 

tahminlerin doğruluğuna göre değerlendirildi. 155'i açığa çıkaran tümörle birlikte 253 

MRI beyin taramasından oluşan bir veri kümesini kullanarak, önerdiğim teknik bu 

veri kümesi üzerinde test edildi. Yöntemim, beynin MR görüntülerindeki tümörleri 

tespit etmek için faydalı olabilir. VGG 16 yüzde 99,94, CNN yüzde 97, RestNet50 

yüzde 45,75 ve InceptionV3 yüzde 48,85'in iyi doğruluğu. 

  

  Anahtar Kelimeler: Beyin tümörü, görüntü işleme, yapay ağlar, evrişimli sinir ağı 
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CHAPTER I 

INTRODUCTION 

 

Medical image categorization is one of the most challenging and lucrative fields 

in image processing. Medical imaging methods are exclusively utilized to examine the 

inside of the patient in order to identify medical conditions. Tumor identification and 

cancer detection are the most prevalent medical image categorization difficulties. 

According to statistics, the fatality rate of brain tumors suggests that it is one of the 

most prevalent and essential cancer forms in the human body. According to the 

International Agency for Research on Cancer (IARC), about one million individuals 

are diagnosed with brain tumors, with a rising death rate. It is the second leading cause 

of cancer-related death among children and young adults under 34. (McKinney, 2004) 

Doctors have been using new technology to detect more uncomfortable tumors 

for patients in recent years. CT (Computed Tomography) and MRI (Medical 

Reasoning Imaging) scans are two good ways of analysing problems in various parts 

of the body. MRI-based medical image processing in brain tumor analyses has recently 

attracted much attention due to the growing need for a speedy and objective 

examination of enormous entireties of medical data. Because there are so many image 

data kinds to analyse, it is necessary to utilize specific computational quantification 

and visualization tools. Consequently, automated brain tumor identification using 

MRI images would be crucial in this situation, as it will eliminate the need for human 

data processing. 

 

Brain Anatomy 

Cancer can be a disease of the brain resulting in cancerous cells spreading 

throughout the entirety of the brain. The brain tumor is the most common and, as a 

result, one of the most dangerous brain tumors, affecting and destroying countless lives 

worldwide. Each year, more than 100 thousand people worldwide are diagnosed with 

brain tumors, according to a new cancer study. Despite ongoing efforts to solve the 

challenges of brain tumors, data indicate that tumor patients have poor results. To tackle 

this, scientists are using computer vision to understand better malignancies in their early 

stages and how to treat them with more effective therapies. The most common two 
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examinations to screen for the presence of tumors and determine their location for 

consideration of appropriate treatment are MR and CT scans of the brain. These two 

scans are still widely utilized due to their convenience and capacity to produce high-

definition images of diseased tissues. A variety of alternative treatments for tumors are 

available, including surgery and therapies, for example, radiation therapy including 

chemotherapy. The extent, type, and evaluation of the tumor visible within MR imaging 

are all elements that decide which treatment to use. It is also in charge of determining 

whether cancer has spread to other body areas. 

 

Brain Tumor 

   A brain tumor arises as abnormal cells grow inside the brain, according to 

Ilhan et al. (NCI, 2019). Some brain tumors are benign (noncancerous), while others 

are malignant (cancerous), and yet others are precancerous. Cancerous tumors are 

divided into two types. (Dimililer K. A., 2016) 

 

Classification of Brain Tumor  

 Brain tumors can be either benign or malignant. The first form of tumor is a 

noncancerous benign tumor, while the second type of tumor is a malignant tumor, 

sometimes known as a cancerous tumor. (Nunn, Silverstein, & Silverstein, 2006) 

 

Benign Tumor 

Benign brain tumors are often characterized as a clump of similar cells that do not 

undergo normal cell division and development, resulting in the formation of a mass of 

cells that do not exhibit the characteristic look of cancer under a microscope (Nunn, 

Laura Silverstein 2006).  

Benign tumors have the following characteristics: 

• It grows slowly, does not infiltrate nearby tissues or can expand to 

various further organs, and frequently has an edge visible on CT images. 

• Benign may be deceiving since they might squeeze brain tissues and 

other tissues within the skull. 
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Malignant Tumor 

Cancer cells are present in malignant brain tumors, which regularly lack defined 

borders. These are supposed to be dangerous since they grow speedily and attack 

adjacent brain tissues (Strayer, Rubin, & Rubin, 2008).  

A malignant tumor has the following characteristics: 

• Cancer sweeps rapidly to further parts of the brain and spine. 

• Malignant brain tumors are classed as grade 3 or 4, although benign or 

noncancerous tumors are classified as grade 1 or   2. 

• These are typically more serious and, in many cases, deadly threats to 

life. 

 

Figure 1.  

Left Side Is A Benign Tumor &  Right Side Is A Malignant Tumor (Radiologic and 

Clinical Outcomes with Special Reference to Tumor Involvement Pattern after Stent 

Placement for Malignant Bronchial Obstructions , 2022). 

 

 

Scope 

The primary goal of my study is to develop an approach to estimate whether or 

not medical images include a tumor and identify its medicinal features. Neurosurgeons 

and healthcare specialists can use the system. Because brain tumor datasets are limited 

and exceedingly difficult to get, dataset gathering is the most important task when 

working on medical imaging. I proposed a solution built on mutual classifiers and 

Convolutional Neural Networks that would support the identification and segmentation 

of brain cancers without human intervention. Finally, I evaluated all of the trial findings 

to determine which model performs best in standings of correctness, understanding, and 
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other presentation parameters. Convolutional Neural Networks significantly influenced 

the revolution of Artificial Intelligence and Deep Learning, and it has become a basic 

model for image classification processes. (Kamil Dimililer E. T.-E., 2019) 

 

Problem Statement 

Tumour diagnosis in medical images is time spent since it is determined by human 

observation. Based on recent figures on the death rate due to brain tumors, I chose brain 

tumor identification, part of medical image examination. This field's professionals, 

including specialized doctors, examine CT scans and MRIs and conclude which therapy 

is based on. This entire procedure takes time. Because computers do it, automated 

medical image examination can assist in minimizing the time and energy required and 

the workload. 

 

Figure 2.  

Brain Tumor-Related New Cases And Survival Rates (surv 5yr age brain 0.pdf, 2022) 

 

In the above figure 2, mortality from a brain tumor is more common than death 

from other malignancies. Early identification of brain tumors can help to minimize 

mortality. When using digital technology to deliver medical care in remote locations, 

automated image analysis will substantially aid in providing speedier communication. 

If I look at global statistics from the last decade, I can see that in 2020, an 

estimated 18,094,716 million instances of cancer will be detected. In 2020, the age-

standardized rate for all cancers was 190 per 100,000 for men and women combined. 

Men had a greater rate (206.9% per 100,000) than women (178.1 per 100,000) 

(Khurram Shehzad, Efficient Brain Tumor Detec- tion Using Image Processing 

Techniques, 2016). 
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Thesis Contribution 

To fully ascertain and understand the present state of brain tumor segmentation 

methodologies. I employed Convolutional Neural Networks in my thesis to locate the 

tumor in the brain. The model's accuracy in locating the tumor was used to assess its 

overall performance. The solution to this issue was deduced from brain MRI scans. 

There are two folders in this dataset. One for "yes," one for "no." MRI images of tumors 

may be found in the "Yes" folder and all the tumor images are 153. No folder contains 

98 tumor images that are not visible. We sorted the data into three separate categories. 

A training set is one of them. The second is the test set. The Validation set is the third 

category. It is the training set that the model is trained on. Overfitting may occur when 

a validation set is utilized while in training. The last and most critical set is the test set, 

which is an unobserved set by the model.  

To find tumors, I used two kinds of classifications. Deep learning and a 

Convolutional Neural Network were used to classify tumors, and the three models' 

performance was compared to see which one was better. 

 

Thesis Structure 

My thesis book has six chapters that are based on my study. Then I shall briefly examine 

the foundations of these chapters. 

 

Chapter 1 Introduction.  The preliminary section of my research thesis. I will 

briefly summarize the thesis's objective, goal, and contribution in this Chapter. I will 

also characterize and classify Brain tumors shortly. 

 

Chapter 2 Literature Review.  . I will cover some previous related work and 

their working approach, benefits, and drawbacks.  

 

Chapter 3 Image Processing Techniques. This Chapter contains all the 

necessary background information for my thesis topic. Image processing approaches 

will be discussed.  
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Chapter 4 Artificial Intelligence. This Chapter contains all the necessary 

information for my thesis topic. Artificial Intelligence, traditional machine learning 

classifiers, and deep learning will be discussed. 

 

Chapter 5 Proposed Methodology. The methodology that has been proposed in 

this Chapter discusses my suggested methodology for segmenting the tumor utilizing 

basic image processing methods and detecting the tumor utilizing Deep learning and 

Convolutional Neural Networks.  

 

Chapter 6 Evaluation of Experiment Results. I will describe the performance 

measurements, and create a CNN model from the scratch after implementing it with 

pre-trained models like VGG16, RestNet50, and InceptionV3, and experimental results 

in this Chapter. 

 

Chapter 7 Conclusion. Finally, my work will close with the last Chapter. I will 

discuss the limitations of my work and future directions for this division to work and 

improve along with further development. 

 

Summary 

This Chapter provides a brief overview of brain tumors in addition to their sub-

area with a literature review. I have gone over the many forms of brain tumors and their 

characteristics.  

I briefly discussed the motive for my work and the goal of completing it. Finally, 

I briefly described my thesis contribution and the structure of the thesis. 
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CHAPTER II 

LITERATURE REVIEW 

 

Medical Image Processing attracts experts in image processing and machine 

learning. Medical image processing has seen several changes in recent years. I combed 

several recent articles to identify the most beneficial and novel tactics used in recent 

investigations. In all, I read many study pieces. Because these articles and their working 

practices are pertinent to my study, I will go through them in depth in this Chapter. 

The current improvement of artificial intelligence, in conjunction with the 

collecting of massive quantities of medical pictures, offers up new opportunities for 

designing CAD systems for medical applications. Artificial intelligence technologies 

(including, for example, shallow learning and deep learning) essentially replace the 

feature extraction and illness categorization procedures in traditional CAD systems. 

Artificial intelligence algorithms have also been frequently applied in the segmentation 

of brain X-ray images. Machine learning is a set of mathematical approaches that allow 

computers to generate data-driven predictions based on massive volumes of data. These 

approaches have a wide range of uses, many of which are medically customized. 

Traditional machine learning techniques for MRI segmentation of normal (e.g., 

white matter and gray matter) and diseased brain tissues have been developed with 

considerable effort. Deep learning (DL), a novel machine learning approach, has the 

potential to overcome the limits of standard machine learning algorithms. Deep learning 

is the term used to describe multi-layered neural networks (usually more than five 

layers) that extract a hierarchy of characteristics from the original input pictures. It is a 

novel and popular machine learning approach that extracts a complicated hierarchy of 

characteristics from images rather than literal features like typical machine learning 

algorithms do. They obtain good outcomes and generalization by training a big quantity 

of data. Alzheimer's disease identification, lesion segmentation (e.g., tumors, white 

matter lesions, microbleeds), and brain tissue categorization are all uses of deep 

learning algorithms in brain image analysis. Much of the current research is centered 

on brain segmentation, with little attention paid to tumor grading. Because of the 

capabilities of DL-based algorithms to automatically extract features, they have lately 

acquired increased attention and accuracy in contrast to classic classification techniques 

for medical imaging. Many lives can be spared if cancer is diagnosed and graded 
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correctly utilizing rapid and low-cost diagnostic procedures. As a result, developing 

rapid, non-invasive, and cost-effective diagnostic tools is critical. DL algorithms are 

presented in this study as a solution for speeding up, automating, and improving the 

interpretation of different imaging exams. 

Shehzad et al.  (Khurram Shehzad, Efficient Brain Tumor Detec tion Using 

Image Processing Techniques, 2016) proposed an algorithm for detecting brain tumors 

and calculating tumor areas from MR images. The algorithm can identify and remove 

tumors of any form, size, severity, or location. 

This article has the following approaches used.  

• Grayscale images are created from MRI images. 

• A Gaussian low pass filter blurs the image, then overlaid on the original. 

Median filters remove noise. 

• Dilation and erosion produce a morphological gradient. 

• Each pixel's binary is compared to the threshold value. 

• Erosion is carried out again for dilution of the image with enlargement 

over to remove fragments of the tumor back. 

• Tumous are identified by paralleling the original and dilated images. 

• The part of the tumor is therefore considered 

Sankari et al. (Sankari et al. 2017), alongside other researchers, developed a 

model for brain tumor malignancy diagnosis, which is the most challenging task. The 

researchers utilized convolutional neural networks to tackle the challenge.  

This article has the following approaches used. 

• Researchers proposed image denoising, luminance standardization, and 

error propagation approaches for the pre-processing image problem. The 

noise in the MRI is removed using the bilateral filter. 

• Noise in the MRI is removed using the bilateral filter. 

• The image is enhanced, features are extracted using Histogram 

Equalization, and the images are then classified using CNN. 

Base et al. (Vrushali Borase, 1 Jan. 2017)used Artificial Neural Network to spot 

cancer and categorize tumors utilizing computer-based processes. Borase deployed 

MRI images during the testing phases. 

• This article has the following approaches used. 

• High pass filters reduce noise and pre-process. 
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• After segmentation, the section expanding technique provides a unique 

region label to each connected collection of pixels with equal grey level 

values. 

• For categorization, an Artificial Neural Network is utilized. 

• The tumor is identified by paralleling and associating the original and 

expanded images. 

• Erosion is employed to reduce the remaining noise in the retrieved tumor 

image. 

Morphological procedures using pixel deduction, as well as threshold-based 

segmentation and image filtering, are employed. Pixel subtraction is utilized for pre-

processing phase to separate the skull from the brain image more efficiently. Their 

devised thresholding approach is used instead of the usual one, followed by filtering. 

The system might benefit from some improvements, the first of which is the incorrectly 

identified tumor photos—different classification approaches, such as neuro-fuzzy, 

considered and used. Additionally, is that the proposed method is not an automated 

technique. (Ilhan, 2017) 

This article has the following approaches used. 

• The image found during the initial procedure was deducted after the 

unique original image, separating the skull from it. Thereby removing 

any unwanted grey pixel. Finally, remove the cleaned skull image from 

the original image and get the resulting image. 

• They introduced a segmentation threshold approach that divided unique 

pixel values minus zeros (black pixels) by the total number of unique 

pixel values. 

• After segmentation, the median filter is employed. 

• The proposed threshold technique has a 96 percent accuracy. 

In hunnur et al. (B. Devkota A. A., 7-8 December 2017)   authors suggested a 

technique for detecting brain cancers based on morphological operations, including a 

Thresholding methodology. It also determines the tumor area and displays the tumor 

stage. 

This article has the following approaches used. 

• The images are turned into grayscale images using MRI images of the 

brain as input. 
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• Any noise in the transformed images is removed using a high pass filter. 

• The impulse noise is removed using the median filter. 

• Thresholding selects a threshold value to extract the object from the 

backdrop. 

• The tumor location is identified, and the image is reduced to remove any 

unnecessary details. 

• The tumor area is finally calculated, and the tumor patient's stage is 

displayed. 

Mustaqeem et al. (Anam Mustaqeem, 2012) use a cross-segmentation method 

that combines Watershed and Thresholding-based segmentation techniques 

(Mustaqeem et al.,2012). The value of the scanned images is first improved, and then 

morphological procedures and their proposed hybrid segmentation are used to detect 

the tumor. The proposed system is simple to implement and thus manage. 

This article has the following approaches used.  

• MRI images are pixel-based two-dimensional matrices. 

• Salt-and-pepper noise iedemaced using a Gaussian low-pass filter and 

averaging filters. 

• The value of each pixel in the filter is swapped with its neighbours’ 

values. 

• A Gaussian high pass filter is employed to improve the image daries. 

• The grayscale image is converted to a binary image representation via 

threshold segmentation. 

• Watershed Segmentation groups pixels in an image based on their 

intensity levels. 

• To separate the tumor section of the image, morphological operations 

are applied to the transformed binary image. 

K-means and the SVM approach were employed by Joseph et al. for 

segmentation and keeping the pattern for future usage, respectively. They discovered a 

link between the skull masking approach and SVM. They use skull masking with K-

means segmentation and SVM algorithms to improve the output. Maintaining the tumor 

pattern was another demanding computer problem that they achieved and also backed 

with the expected concept.  

This article has the following approaches used.  
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• On the MRI images, they use K-means segmentation with pre-

processing. 

• The image has been converted to grayscale. On the brain MR image, a 

3*3 median filter is used to reduce noise, followed by a high pass filter 

to detect edges. 

• Skull Masking is used to locate the area of interest. 

• The unsupervised Support Vector Machine (SVM) is used to create and 

maintain the pattern for future use. 

Devkota et al.  (B. Devkota A. A., 2018) proposed a complete segmentation 

process established on Mathematical Morphological Operations, and a spatial FCM 

method reduces calculation time. It has a 92 percent accuracy in detecting cancer and 

an 86.6 percent accuracy in classifying it. However, the proposed method has yet to be 

evaluated. 

Yantao et al. (Yantao, 2016) A segmentation technique utilizes histograms. The 

brain tumor segmentation challenge is a three-class classification problem employing 

the FLAIR and T1 modalities (tumor comprises necrosis, tumor, and oedema in 

addition to normal tissue). A region-based active contour model using the FLAIR 

modality was used to identify aberrant areas. With a Dice coefficient of 73.6 percent 

and a sensitivity of 90.3 percent, the k-means method was applied to discriminate 

edema and tumor tissues in aberrant areas utilizing contrast enhancement T1 imaging. 

Dina et al. (Dina Aboul Dahab, 2012.)recommended a Learning Vector 

Quantization model based on the Probabilistic Neural Network model. The model was 

tested on 64 MRI images, with 18 of them provided as per the test set, and the rest 

kept as the training set. The images were round with the Gaussian filter. The modified 

PNN method reduced the processing time by 79 percent. 

Rajendran et al (A. Rajendran, 2011)Achieved 95.3% and 82.1% ASM and 

Jaccard Index using an Enhanced Probabilistic Fuzzy C-Means model with 

morphological methods based on a region-based Fuzzy Clustering and deformable 

model. 
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Summary 

  I evaluated a variety of research articles and discussed their methodologies. In 

this chapter, the literature study reveals that several research papers on brain tumor 

classification and detection have been published.   
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CHAPTER III 

IMAGE PROCESSING TECHNIQUES 

Medial Image 

Imagery and visualization for examination of various human body tissues or 

organs for medical analysis and therapy, including witnessing illness growth, is referred 

to as medical imaging. For example, Radiology, Optical imaging, and image-guided 

intervention are all examples of imaging methods and Systems. (Dimililer K. &., 2021) 

 

Medical Image Analysis Prominence  

Digital image dispensation is an advanced technology that processes images and 

videos. Image processing can be used in any perspective, ideally for personal or security 

personal details. X-ray is commonly the most critical use of Digital Image Processing 

nowadays. Before the invention of x-rays, examining human bone in the body was 

extremely difficult since the doctor had to create incisions into the patient's skin and 

tissue to investigate/determine if any bones were fractured or broken. 

Modern advances in imaging studies have demonstrated how technological 

advancements can progress and modify a wide range of clinical practices. Wilhelm 

Röntgen discovered the X-ray in 1895, and now we have MRI and CT. As time moves 

onward, image technology will continue to evolve. However, today's systems are 

becoming away from medical imaging's focus on image creation and collection and 

toward image post-processing and data management. The necessity expedited ensures 

the most efficient use of data currently motivates this. 

 

Machine Learning in Medical Image Analysis 

Artificial intelligence is and can be utilized within various radiological imaging 

techniques, including but not limited to risk assessment, defect detection, diagnosis, 

different prognosis, therapy response, and rapid disease detection, because of the 

improvements in both imaging and computing. Machine learning methods, for 

example, computer algorithms that "learn” certain tasks given specific input data) can 

use computer-extracted (radio-mic) characteristics as input (Kamil Dimililer E. T., 

2022). Several radio-mic features can be combined into a variable, like a tumor identity, 

which can then be linked to disease status probability using machine learning 
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techniques  (Shasidhar, 2011). Over the years, several reviews of machine learning have 

been published, including those currently employed as tutorials, as new investigators 

are brought into the arena. (Avanzo, 2017) 

 

Image Processing for Brain Tumor Segmentation 

The brain image is ambitious. Two of the most challenging processes are 

segmenting the region of interest like an entity and segmenting the tumor from an MRI. 

Brain tumor segmentation from MRI is the most complex medical image processing 

task since it requires enough data. Additionally, tumors that have soft tissue borders 

may be imprecise. Therefore, accurately segmenting tumors from the human brain is a 

complex process. 

Image processing helps enhance MRI images and feature extraction and 

categorization. Image processing for brain tumor segmentation includes stages, for 

example, but is not limited to head dissemination, pre-processing, and tumor 

contouring, among others. 

 

Skull Stripping 

Skull removal is the most effective and crucial stage for identifying a brain 

tumor and mapping its characteristics. It is the way to eliminate wholly non-brain 

tissues attained from MRI imageries. In addition, various cerebral matters, including 

fat, skin, and skull, can be removed from the images obtained using this procedure. 

Some prominent skull removal approaches are image contour, segmentation-based 

skull stripping, morphological operations, and histogram analysis with a threshold 

value (Clinic, 2022). 

 

Pre-processing  

Various types of noise image processing can taint medical images. It’s critically 

essential to find accurate imageries to enable authentic interpretations of the application 

used (What is the difference between MRI scans, 2022). Filtering and morphological 

operations are the main steps in Pre-processing. 

 Filtering: Smoothing, sharpening, removing noise, and edge detection are all 

instances where image filtering is proper. Filters are described by a kernel, where grain 

is a minor array linked to pixels and their neighbours inside an image. By a 
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kernel, where a kernel is a little array that is applied to pixels and their neighborss 

inside an image. Convolution is a technique for using filters to images in the spatial or 

frequency domain. According to their outputs, spatial domain filters may be divided 

into smoothing and sharpening filters. 

Smoothening Filter. Noise reduction and blurring procedures are performed 

using Spatial Smoothing filters. Box, Gaussian blur, Median blur, and bilateral filters 

are included. 

Box Filtering. Box filtering is a technique for images that use the average of 

the pixels in the surrounding area. 

Gaussian Blur Filtering. Gaussian Blur Filtering is a 2D convolution operator 

for eliminating information and noise from images. Deviation of the Gaussian 

determines the degree of smoothing. It's comparable to the mean filter in this aspect, 

although it employs a considerably different kernel to mimic the profile of a Gaussian 

hump. 

Median Blur Filter. It is typically employed to decrease image noise. Instead 

of just changing the pixel value with the mean of nearby pixel values, the medium of 

the values is utilized alternatively. 

Bilateral Filter. This non-linear image smoothing filter conserves edges while 

dropping noise. Sharp edges are preserved. 

 

Sharpening Filter 

 Seek to ascertain specific fine details. Sharpening filters use spatial distinction in 

effect. It eliminates image blur and highlights edges. It contains Laplacian, Sobel, and 

different filters. 

Laplacian Filters. These are derivative filters utilized in images to identify 

areas of fast change (edges). 

Sobel Filters. These are usually utilized for edge recognition.   

Difference filters. Difference filters increase their particulars within the path 

relevant to the particular mask. 

 

Morphological Operations 

 Morphology is the study of pixel shapes. Using morphological techniques 

removes the goal of eliminating image structure flaws (Ravi Srisha, December 2013). 
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Dilation and erosion are critical morphological operations. Dilation adds pixels to 

object borders in an image, whereas erosion removes pixels from object borders. Islands 

and little things are removed via morphological erosion, leaving only substantial 

objects. Opening, closing, hit and miss transforms, and other morphological procedures 

are also included. 

   I ⊕ H = {(p + q) | f or ever y p ∈ I , q ∈ H}             (1) 

The original image is I, and the structural element is H. 

Erosion is the polar opposite of dilation. The output pixel's relevance is determined by 

the sum of its maximum relevant neighboring pixels' values. A pixel is set to 1 if any 

neighbors are similar to 1. Morphological dilatation increases visibility and fills gaps. 

                I e H = {p ∈ Z2  |(p + q) ∈ I ,   forever y q ∈ H} (2) 

The original image is I, and the structural element is H. 

Morphological operations are required to eliminate soft tissue borders and affect 

tumor dissection in the brain tumor portion. 

 

Segmentation 

This is the procedure of splitting an image into distinct sections and separating 

objects from their surroundings. The ability to accurately segment things of attention 

shown in an image makes future examination of these substances much easier. 

Segmentation techniques range from the edge, thresholding, region, and clustering-

based to various other methods. 

Figure 3.  

The Segmentation Of Objects From Their Background (Overflow, 2022). 
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Fuzzy C-Means (FCM) Clustering 

The Fuzzy C-Means method is a data collection technique that allows a single 

set of information to correspond to two or more clusters. Pattern recognition usually 

uses this technique. The Fuzzy C-means clustering (FCM) Algorithm is the most 

extensively utilized clustering technique. Clustering is also known as cluster analysis 

and is the process of gathering data points into clusters, enabling items in the same 

collection to be as similar as possible. In contrast, those in additional sets are as distinct 

as feasible. Comparison measurements are utilized to recognize clusters. Distance, 

connectivity, and intensity are samples of comparison measurements  (Ismail Saied, 

2022). It minimizes the objective function: Where m is any real integer higher than 1, 

Ui j is just the degree of membership of xi in cluster j, xi is the ithe of dimensional 

measured data, and cj is the d-dimension cluster centre. 

 

Figure 4.  

Figure Show FCM Segmented Image (Camilus S. , 2022). 

 

 K-Means Clustering:  

Unsupervised learning is a form of K-Means clustering. K-means clustering 

detects unidentified data groups. This approach sees K groups in data  (Rohini Paul 

Joseph, March, 2014). This approach assigns data points to K groups based on their 

characteristics. K-Means Clustering labels new and training data with cluster centers of 

K clusters (each data point has a set). Unlabelled data may be clustered using K-Means. 

A cluster is a group of similar data items. The centroid represents the cluster's center. 

Each cluster's centroid features define the resulting groupings. The centroid feature 
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weights may qualitatively describe each cluster's group. The segmentation was 

performed using the K-means clustering approach, as shown in Figure 5. 

 

Figure 5.  

Segmentation By K-Means Clustering (Camilus S. , 2009) 

 

 

Watershed Segmentation:  

This traditional image segmentation method separates various articles in an 

image. This approach is used to segment an image after two areas of interest are close, 

for example:  when their edges contact. This approach considers the image as a 

topographic map, with the strength of each pixel indicating the height. Dark spots, for 

example, are automatically seen as 'lower' in height and might represent troughs. 

Watershed is a grey-scale image modification. 

On the other hand, bright areas may be classified as 'upper,' and could serve as hills or 

a mountain range. It is one of the most effective ways of grouping pixels in an image 

according to their intensities. Pixels with the same intensity level are clustered together. 

For perspective, I can isolate a particular area of the image (Anam Mustaqeem, 2012). 

 

Figure 6.  

Demonstrates How Watershed Segmentation Affects The Environment (Rosebrock A. , 

2022).  
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Summary 

In this section of my thesis, I provide a concise explanation of all of the issues 

that are pertinent to the work that I am doing in my view and their working procedures 

and other relevant information. To get started, I tried explaining some fundamental 

image processing concepts.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



20 
 

CHAPTER IV 

ARTIFICIAL INTELLIGENCE 

  

Machine learning  

In artificial intelligence, a machine's capacity to simulate intelligent anthropoid 

behavior is broadly characterized. Simulated intelligence structures can carry out 

difficult tasks in a manner analogous to the way individuals solve problems. Machine 

Learning is a highly sophisticated technological application used in various fields of 

research. 

Agreeing with Boris Katz, a foremost research scientist and the leader of 

InfoLab Group at CSAIL, AI's ultimate goal is to construct various electronic computer 

systems entailing the demonstration of "intelligent behavior" to ourselves. This refers 

to apparatuses that can detect visual scenes and read ordinary linguistic writings while 

acting within a physical environment. 

Machine learning can be utilized by using AI. Arthur Samuel, an AI pioneer, 

characterized it within the decade of the 50s as "the branch of research that provides 

computers the capability to learn after expressly being programmed."   

Machine learning is divided into three subsections: 

 

Supervised Machine Learning 

Supervised machine learning models are constructed and designed to allow for 

future progress over time to utilize labeled data sets. For example, algorithms may be 

taught using photographs of animals and other objects already recognized by ourselves 

and others. In addition, any device would be able to adjust to acknowledge/recognize 

individual images of animals. Today, the most popular kind is supervised machine 

learning. 

 

Unsupervised Machine Learning 

Programs search for patterns contained within unlabelled data in this learning 

process. Unsupervised machine learning will detect patterns in addition to trends that 

humans are not looking for. An unsupervised learning algorithm, for example, may look 
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through a wide range of online sales data and identify different types of consumers' 

purchases that are distinct. 

 

Reinforcement machine learning 

By rewarding wise decisions, reinforcement learning may teach computer programs to 

play video games or teach autonomous cars to drive. 

 

Convolutional neural network  

Convolutional neural networks, artificial neural networks created expressly to 

analyse pixel data, are used in this image processing application. Convolution is a linear 

operation used in mathematics by this network to interpret pixel data. A convolutional 

network is a neural network that employs convolution rather than standard matrix 

multiplication in at least one layer. 

As neurons do in the human brain, neural networks are hardware or software 

systems that model their behaviour. In humans and other animals, the frontal lobe is the 

region responsible for processing visual input, so CNN's "neurons" are structured more 

like that. The whole visual field is covered by the layers of neurons, resolving the 

problem with traditional neural networks' fragmented image processing. 

Multi-layered perceptron is used in CNNs, which are optimized for low 

processing demands. A CNN is illustrated in Figure 1 by its input, output, and hidden 

layers. Layers such as convolutions, groupings, and related layers are the most 

common. There are many types of coatings in convolutional neural networks, such as 

layers that are fully connected, layers that are normalizing, and layers that are pooling. 

However, a hidden layer can also incorporate multiple convolutional neural networks. 

Further examples are batch-levelling layers, leak layers, and ReLU layers. By 

eliminating restrictions and improving image processing efficiency, a system for 

natural language processing and image processing limits can be made more efficient 

and easier to train (Leon A. Gatys, 2015).  

Figure 7.  

Convolutional Neural Network Architecture (Hagyeong Lee, 30, Nov 2019) 
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Convolutional Layer 

Convolutional layers, often known as Conv layers, are a group of trainable 

filters that make up a convolutional network. Filters have lower heights and weights 

than their inputs. The neurons' activation maps are determined by combining each 

filter's input size. the spatial locations between the information and the filter where the 

point products were calculated. The width, height, and input dimensions are used to 

filter the filter. The activation maps of each filter are stacked along the depth dimension 

to define the output size of the convolutional layer. Each neuron in the map is only 

linked to a very tiny portion of the input size because the width and height of each filter 

are intended to be less than the input; in other words, the projected field size of each 

neuron is small and equal to the size of the filter.  The anatomy of the animal's visual 

cortex, where the receptive cell fields are narrow, controls local contact. A local 

convolutional connection allows the convolutional layer of the network to identify 

which filters are sensitive to a particular input area based on the spatial correlation of 

the inputs (for example, the pixels in the input image are closer together). 

Near neighbouring pixels (in contrast to pixels further away). If the filter and 

input are changed to create the activation map, all local placements will have the same 

filter settings. Weight distribution reduces the number of variables needed for good 

generalization, learning, and expression. (Weston, 2008). 

 

Pooling Layer 

The pooling layer's goal is to progressively reduce the representation's 

altitudinal size and the network's computational and parameter needs. 

 Most pooling methods often apply the regular or maximal function to the subset 

under consideration. 

It is possible to apply aggregations in a variety of forms. The average pool and 

the full pool are the most commonly used. It is determined by the kind of aggregation 
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used whether the nucleus is converted into inputs that serve as inputs for the middle 

collection to calculate the average parameters. As shown in Fig., the Max pool 

determines each parameter's maximum value. The input sample is acquired due to layer 

grouping, which minimizes the number of calculations required (P, Mar 5th - 7th, 

2019.). 

 

Figure 8.  

The Operation Of The Maximum And Average Pooling (Jan Egger, 2021). 

 

 

Rectified Linear Unit Layer: 

A pooling layer can reduce the network's spatial size and computational 

requirements by gradually reducing the size of the representation. Typically, when 

pooling data, a maximum or average function is applied to the subset in question. 

Aggregates come in a wide variety of forms that might be used. The two most 

often utilized pools are the average pool and the maximum pool. The average 

parameters are calculated as outputs depending on the aggregation we utilize, and the 

nucleus is turned into inputs that create outputs in the average pool. As shown in Fig.2, 

Using the Max pool, maximum values are selected for each kernel parameter. It has 

been found that layer grouping results in input sampling, which reduces the number of 

computations required (Brownlee, 2020). 

 

Dropout Layer 

The dropout layer regularization method avoids complex co-adaptations on 

training data, which reduces overfitting in neural networks. It is a very efficient 
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technique for averaging models in neural networks. Units that depart a hidden and 

visible neural network are referred to as "dropouts." Leakage layers function by aiding 

in feature adaptation by being disconnected during training. Co-pairing happens when 

many neurons are trained in the same attributes after network training with a small 

number of images. 

As a consequence, a network that solely contains functional components is 

constructed using training images. The phrase "leakage layer" refers to the fact that 

during the designated training period, atomization creates leaky modules that have no 

effect on the network. The ability of the units to be separated is specified by leakage 

layers. This unit split occurs only during training, producing a number of weakest 

networks. As a result, the network is randomly generated, and on average, a decent 

model is produced  (Nitish Srivastava, 2022). 

 

Batch Normalization Layer 

Artificial neural networks may be made quicker, more efficient, and more stable 

by using batch normalization. This function normalizes the input layer by changing and 

scaling the activations. While batch normalization's effects are obvious, its basic 

reasons for success are still up for discussion. It was believed that it may aid with the 

internal covariate shift problem. The network's learning rate is affected by the 

initialization of parameters and variations in the input distributions to each layer. Batch 

normalization enhances performance by smoothing the objective function as opposed 

to eliminating internal covariate shift, according to recent study. Other research has 

demonstrated that batch normalization results in length-direction decoupling, speeds up 

neural networks, and accomplishes this goal. (Ergey Ioffe, 2015).   

 

Fully Connected Layer 

Fully connected (FC) layers are required for CNNs, which are particularly 

effective for detecting and classifying images for computer vision. The initial phases in 

the CNN process are convolution and pooling, which partition the image into features 

and evaluate each one independently. This process's result, the decision to categorize 

the data, is controlled by a fully linked neural network structure. (CS231n, 2022 )   

(Bouchard, 2020). 
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SoftMax 

The SoftMax loss is frequently used in CNNs due to its simple and conditional 

interpretation. We may use it for multi-class categorization if the classes are mutually 

exclusive. However, while dealing with binary classification issues, we employ the 

(usual) Logistic Regression model. (Developers, 2022). 

 

Backpropagation 

Backpropagation algorithms use a gradient descent method based on the chain 

rule to train artificial neural networks (ANNs) effectively. Backpropagation employs 

the chain rule to determine the contributions of each parameter to the ultimate loss value 

before traveling backward from the top layers to the bottom layers.  

For many years to come, networks will be built using modern frameworks like 

Tensor Flow that provide symbolic differentiation. As a result, given a series of 

operations with a known derivative, they could use the chain rule to build a gradient 

function that transforms network parameter values into gradient values. When you have 

access to this gradient function, you may call it to conduct the backward pass (Heaton, 

2017). 

 

Adam optimization 

This approach was created to employ adjustable learning rates for training deep 

neural networks. A stochastic gradient descent procedure may be substituted for 

iteratively updating network weights based on training data. A random regression ratio 

isn't Adam's operation. 

Random gradient origins maintain a constant learning rate (called alpha) 

throughout the training process. 

It is updated independently as learning advances to maintain track of the 

learning rate per network weight (parameter) (Kingma, 2014).  

 

Deep Learning 

A subfield of machine learning consists mostly of neural networks with more than three 

layers. To replicate the function of the human brain, these neural networks can "learn" 

from huge amounts of data.   
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Deep Learning excels in pattern recognition but needs a vast amount of data. Since it is 

executed using three or more layers of artificial neural networks, deep learning excels 

at detecting objects in images. Each layer is accountable for removing one or more 

characteristics from the image. 

 

Deep Neural Networks with Transfer Learning 

A deep learning framework for medical concerns must consider the amount and 

quality of data. Sample collection may be prohibitively costly or even impossible in 

certain situations. Transfer learning has been presented to allow deep learning 

architectures to be used in short dataset issues. Instead of gathering information, it uses 

a model that has already "seen" a wide range of complex and sophisticated data. Models 

that have been trained on a large number of datasets are assumed to be able to tackle a 

broad range of issues. It is possible to repurpose the pre-built convolutional neural 

networks, and only the top layers must be retrained. They are used extensively in natural 

language processing, signal processing, and computer vision. CNN's unique qualities, 

such as incremental feature extraction in consecutive layers, make it feasible to reuse a 

pre-trained model for a new job without retraining the whole network. Typically, the 

lower levels identify common patterns like lines and edges, the intermediate layers 

locate portions of things, and the final layers learn to recognize whole objects in various 

forms and locations. The primary idea is to retrain just the last few layers of a pre-

trained model using fresh pictures. Formal transfer learning is defined in terms of 

domain and task. One of three methods is needed to retrain a pre-trained model.  

 

Feature extraction (freezing CNN model base)  

Pre-trained classifiers may be used to train new classifiers on top of them. 

Convolution layers' weights remain fixed, and only the last fully linked layer is trained. 

 

Fine-tuning (training also some convolution layers) 

 Retraining one or more convolution layers in addition to a fully linked classifier 

for fine-tuning (training additionally some convolution layers). As a starting point, the 

original weights of the convolution layer are employed. Only a new issue can be solved 

by unlocking convolution layers.   
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Train The Entire Model 

 It's best to employ the pre-trained model's implemented architecture and run it 

through its paces on your dataset. Start using values from a pre-trained model instead 

of random weights. 

 

Figure 9.  

Three Learning Transfer Scenarios (Andrzej Brodzicki, 2020) 

The performance of deep learning models grows as the number of data 

increases. As a result, huge datasets are often not easily accessible for training most 

designs. Open-source models with pre-trained weights are available for the most 

popular models. The ImageNet dataset is used to train them, which contains 14,197,122 

images spanning 21,841 different real-life categories. Competitors throughout the globe 

utilize this dataset to find better algorithms every year.  

 

Pre-Trained Deep Learning Architectures  

In recent years, pre-trained neural networks have dominated the ImageNet Large 

Scale Visual Recognition Challenge (ILSVRC). Advanced designs, including 

ResNet50, Xception, VGG-19, and DenseNet121, have been among the most effective 

in recent years, following the well-known VGG-19 from 2012. The Keras library 

provides these models, pre-trained weights, and handy functions. 
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VGG16  

 VGG16 uses the ImageNet dataset to train a neural network to classify raw 

images. Having a fixed input size of 224 224, Simonyan and Zisser-man introduced the 

VGG16 architecture. An array of convolutional (convs) layers is used to process the 

images, each containing an extremely small receptive filter of size 3. In addition, 

convolution filters are employed when linear changes in input channels are required 

(followed by non-linear changes). Five maximum-pooling layers work together to 

retain the spatial resolution after convolution. With stride 2, a stack of convs layers, 

three fully connected (FC) layers—4096 channels in each of the first two FC levels and 

1000 channels in the third FC layer—and a 22-pixel window, max pooling is performed. 

The SoftMax layer is the last layer of the architecture (Karen Simonyan, 2014).  

 

Figure 10.  

 Vgg-16 Network Architecture Diagram With Layers. (Chetana Srinivas, 2022) 

 
 

 

ResNet  

The first deep learning network to be created in 2015, known as ResNet, was 

able to train hundreds or thousands of layers without experiencing the vanishing 

gradient issue. ResNet is based on residual learning, which sets it apart from other deep 

learning algorithms. In residual learning, the network's inputs from earlier layers are 

made more deeply available, increasing the network's accessibility to those inputs. In 

addition to connecting the remaining networks, connection shortcuts provide the 

building blocks for them. (He, Zhang, Ren, & Sun, 2016). 
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Figure 11.  

ResNet-50 Model Architecture (Chetana Srinivas, 2022)  

 

 

 
 

 

Inception 

Inception v3 has attained more than 78.1 percent accuracy on the ImageNet 

dataset. It has been trained as a convolutional neural network using more than a million 

photos from the ImageNet collection. Keyboards, mice, pens, and various animals are 

among the 1000 things it can classify. It consists of 48 separate algorithms and has 48 

layers. As a consequence, numerous photographs on the network include elaborate 

feature representations. The input pictures for the network are 299 by 299 pixels in size. 

The model's symmetric and asymmetric building elements include 

convolutions, average pooling, maximum pooling, concatenations, dropouts, and linked 

layers. Throughout the whole model, the batch norm is applied to activation inputs. It 

is possible to calculate loss using SoftMax (Gao Huang, 2017). 

 

Figure 12.  

Inception-v3 Model Architecture (Chetana Srinivas, 2022) 
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Data Processing 

Laplacian as a focus measure 

Choosing the image that is the most focused when categorizing cells is crucial. 

It is possible to differentiate a normal cell from a tumor cell if the image's focus is 

inadequate. The Laplacian is an example of a focus gauge. In plasma mass, the second-

degree derivative is known as high-frequency scrolling, which might indicate the 

image's sharp edges. The second-order derivative displays the rate of change. Quicker 

changes suggest a sharper edge. Laplacian can be expressed using a mask. It is possible 

to use asymmetric contrast as a posterior measure of picture focus. 3D object recovery 

can be improved by using the generalized Laplacian to evaluate focus for low-contrast 

images, which suggests certain, sharp edges implying noise (Subbarao, 1995).  

 

Normalization 

Data normalization is a method for preparing data for machine learning. 

Normalization involves converting numeric columns to a common scale to reduce 

repetition and maintain disparities in value ranges. Machine learning can be applied to 

any dataset. 

Normalization is not necessary. Only when the ranges of characteristics vary is 

it essential (Freedman, Pisani, & Purves, 2007-02-20).  

Augmentation 

Augmentation reduces over-display by artificially enlarging a training dataset 

to create altered copies of each instance. Various methods can translate the conversion 

process, such as mirroring and rotating. A poster's original image remains unchanged 

when the image is increased. Adding a different version of the original image will be 

treated as a separate image with the same label according to the grid (Rosebrock A. , 8 

July 2019). 

 

Biomedical data augmentation 

In comparison to many other non-medical domains, this one present unique 

obstacle, which are briefly discussed in various publications involving medical imaging 

and neural networks. The primary issue is a shortage of data, which leads to extremely 

tiny training sets and overfitting. 
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 It is mentioned that the majority of academics use data augmentation to address 

the issue of tiny data sets. Typically, this is accomplished by the use of geometric 

transformations like rotation, scaling, translation, and flipping. The authors also discuss 

this and propose a technique called Generative Adversial Networks. This can be 

explained as a network that creates fictitious images and another that assesses them to 

determine if they are excellent or terrible. The article demonstrates how this strategy 

might enhance performance when utilizing a short training set. (M. Frid-Adar, 2018) 

  On the training samples, rotation, shift, and deformation augmentations are 

applied. Since deformations are the most frequent alterations in tissue, the authors 

contend that elastic deformation augmentations are particularly significant in 

biomedical segmentation tasks. (O. Ronneberger, 2015) 

Similar data augmentations are used as in the earlier papers in another article by 

Asperti et al. In their experiments, rotation, translation, shearing, and scaling are used. 

Like in many other articles regarding neural network applications in medicine, they 

draw the conclusion that data augmentation improved performance while working with 

tiny data sets. (J. Akeret, 2017) 

 

Performance Estimation 

The next step in the classification challenge is to evaluate the performance of 

the classification model that has been learned. In the test set, the model is rated 

according to how well it identifies the samples. Using a confusion matrix [26], you can 

report whether samples were correctly or incorrectly classified. 

It consists of rows representing real classes and columns representing 

anticipated classes. The confusion matrix should now be described for each element 

(Saito, 2017). 

 

Table 1.  

Confusion Matrix Table for Performance Estimation  

 Predicted: NO (Negative) Predicted: YES (Positive) 

Actual: NO TN FP 

Actual: YES FN TP 
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A true positive sample contains positive results and is classified as such. False 

negatives are positive samples categorized as negative (false positives). 

False Positives: Negative samples that appear positive but are, in fact, negative. 

Negative samples (true negatives) are those that are categorized as such. 

The confusion matrix can be used to determine how well a model performs, as 

well as to assess a variety of different performance metrics. One of the most basic and 

regularly used performance measures is accuracy. 

This ratio is calculated by dividing the total number of samples in the test set by 

the number of instances that had been correctly identified. In the confusion matrix, the 

diagonal elements represent the number of correctly identified cases. 

 

Evaluation Metrics 

There are various metrics to evaluate the performance of the systems developed 

for the image segmentation tasks ( (Al-antari, 2018)). In this study, six metrics are used: 

accuracy, sensitivity, specificity, precision, dice score, and Jaccard index to evaluate 

the performance of the proposed system. 

The accuracy represents the overall success rate of the system and is defined as 

in Equation 3. 

𝐴𝑐𝑢𝑟𝑟𝑎𝑐𝑦 =
TP + FN

TP + FN + TP + FN
∗ 100 (3) 

 

The sensitivity (recall) measures the system’s ability to segment tumorous 

pixels and is defined in Equation 4. 

 

 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
TP + FN

TP + FN + TP + FN
∗ 100 (4) 

 

 

Contrary to the sensitivity, specificity shows the ability of the system to segment 

the non-tumorous pixels. The equation of specificity is given in Equation 5. 

 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
TP + FN

TP + FN + TP + FN
∗ 100  (5) 
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The precision represents the ratio of the correctly classified tumorous pixels 

over all pixels that are classified as tumorous by the system. This led researchers to 

analyze the success of the system in producing true positives over all pixels assigned 

as tumorous. It is defined in Equation 6. 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
TP + FN

TP + FN + TP + FN 
 (6) 

   

It is also possible to express the error rate as follows:  

It is feasible to evaluate the performance of a model merely based on accuracy 

or error rate. However, these measures do not reveal the model's accuracy in highly 

skewed datasets. An imbalanced dataset in this instance shows that the majority of the 

samples fall into one of the classes. Assume you have a dataset with 70% of the 

examples in the positive category and 30% in the negative category. A classifier that 

successfully identifies all positive models achieves an accuracy of 98%, making it seem 

to be an excellent classifier even if it fails to identify even one negative example 

correctly. 

 

Summary 

The section briefly describes the issues that are applicable and relevant to my 

Thesis, as well as their functional procedures, benefits, drawbacks, and so on. I began 

by attempting to convey the concepts of a virtual machine and deep learning, followed 

by an explanation of simple CNN architecture and its many hyper-parameters. 
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CHAPTER V 

WORKING METHODOLOGY 

 

Introduction  

We employed Convolutional Neural Networks in our thesis to locate the tumor 

in the brain. The model's accuracy in locating the tumor was used to assess its overall 

performance. The solution to this issue was deduced from brain MRI scans. There are 

two folders in this dataset. One for "yes," one for "no." MRI images of tumors may be 

found in the "Yes" folder, and all the tumor images are 153. No folder contains 98 

tumor images that are not visible. We sorted the data into three separate categories. A 

training set is one of them. The second is the test set. The Validation set is the third 

category. It is the training set that the model is trained on. Overfitting may occur when 

a validation set is utilized while in training. The last and most critical set is the test set, 

which is an unobserved set by the model.  

 

Dataset 

A collection of brain MRI scan images was gathered for this study. Raw MRI 

images are typically measured in terms of pixel values, and around 256 distinct 

dimensions (width x height) are available. Images of MRI brain scans were picked from 

the Kaggle dataset for this project. JPEG (Joint Photographic Experts Group) images 

store the data. Based on the presence or absence of a tumor in an MRI brain image, an 

image database is divided into two groups: "Yes" and "No." Around 158 brain MRI 

images show benign tumors, while the remaining 98 images depict malignant growths. 

Our work's data are usually divided according to whether they are used for learning, 

testing, or validating purposes. Table 1 shows the categories of the MRI collection. 

 

Table 2.  

Splitting Images YES, And NO Folder from Dataset   

Brain Tumor Brain MRI Images 

Yes 155 

No 98 

Total 253 
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Figure 13.  

Count Of Classes In Each Set. 

Language and tool used. 

  Python programming Language used to implement project work. The 

following are some of the primary motivations for implementing our research in 

Python:  

• Python has several benefits to MATLAB, including being free, open 

source, and providing additional datasets and visual packages. Python 

code is more readable than MATLAB code and offers more versatility 

in terms of code structure. 

• The study team used various tools to build Python programs, including 

Google Colab. Colab by Google is a tool that allows you to train and 

search for a learning machine. You do not need to prepare anything 

before using it (GPU). 

• A free research project called Google Colab can save and read all notes 

straight from Google Drive. 

• Python supports many libraries, including the keras, shutil, fnmatch, and 

OS libraries. 

 

Proposed Workflow 

The detailed workflow for our suggested project is presented in this section. We 

are using the VGG-16 model, InceptionV3, and ResNet50 model. We investigated how 

to assess performance while detecting brain tumors accurately.  
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Figure 14.  

Workflow of the Proposed Model. 

  

Pre-processing 

In the following stage, images in the data set will be resampled to (224x224) 

and pre-processed using the VGG-16 model's input. Each image in the data set has been 

pre-processed. Normalization is a necessary initial step. To begin, a portion of the 

images of the brain must be removed. The pre-processing method is known as 

"normalization," which Explains the process of pre-processing step by step. 

 

Figure 15.  

Pre-Processing In A Step-By-Step 

 

The first figure depicts the input image that must be pre-processed, while the 

second image depicts the second step of pre-processing in which the highest contour 



37 
 

must be identified. Here, we must identify the brain's boundaries. The third figure 

depicts the extreme places that must be identified to eliminate the brain from the image. 

As seen in the last figure, this is the final image.  

 

Data Augmentation 

 Pre-processing procedures such as data augmentation are necessary. Because 

the data collection is small, we employ data augmentation to make it larger. Then we 

can train the model with a sufficient number of samples. The data imbalance will be 

lessened as a result.  

In order to train massive neural networks, data augmentation methods including 

cropping, padding, and horizontal flipping are often used.  

Regarding numbers: The no and Yes folders include 253 Brain MRI Images. 

There are 155 tumorous brain MRI images in the yes folder and 98 non-tumorous brains 

MRI images in the no folder. We will have 2065 samples after applying augmentation. 

• There are a total of 1960 training examples.  

• There are a total of 52 validation examples.  

• There are a total of 52 test samples used in this study. 

 

Figure 16.  

Original Image 
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Figure 17.  

Dataset After Data Augmentation  

 

 

As a result of the data augmentation, here is what the data set looks like. The enhanced 

images may be seen in fig.16. After the data augmentation, we now have 253 pieces of 

data, 177 pieces of training data, and 76 testing data. Validation data is applied to the 

remaining images. 

 

Normalization  

OpenCV's cv2.Threshold, cv2.dilate functions can only be implemented by 

importing the cv2. Package. Two standard morphological operators, Dilate and Erosion, 

are employed most often. Based on image structure, these processes operate on images.  

 

Figure 18.  

Image Normalization  
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The original image is converted to grayscale using the above procedures, and 

the little, noisy dais ta is eliminated (Kamil Dimililer, August 2016,). Using the cv2 

Find contour technique, we will get the maximum contour area. The intended image 

will have coordinates similar to a matrix (x, y). The essential advantage is noise 

reduction. Identifying intensity bumps or gaps in an image is a further advantage. 

 

Plot Histogram                

The whiteness intensity is low, reflecting that they do not have a tumor. 

 

Figure 19.  

The Whiteness Intensity Is Low, Reflecting 

   

Figure 20.    

The Intensity of Whiteness Is Very Height 
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Distribution of image Ration 

 

Figure 21.  

Distribution Of Image Ration  

 

 

Experimental Results 

I will detail the experimental results of the suggested technique in this part, 

which I shall cover in detail. 

 

Network Architecture 

   For our dataset on brain tumors, we trained VGG16, ResNet5, and 

InceptionV3 models from scratch, in addition to three pre-trained models. 

 

Models Training and Validation  

Create a Proposed Model  

In order to create this model, 12 convolutional layers were built from scratch, in 

addition to a fully linked hidden layer (see figure 22). In the output layer, softmax 

activation is utilized since the probability for each class must be output. Adam 

optimization was used to maximize the network. 

The model is applied to training sets of varied sizes as part of the training 

method. The network's weights will be changed automatically depending on the 
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gradients determined for each batch. Epochs are defined as one iteration across the 

whole training set. An individual is typically trained until he has experienced a 

consistent loss. 

Checkpoints were included to maintain the model's second-highest level of 

validation accuracy. The network can overfit after several epochs, which is helpful. To 

implement these features, Keras uses the callback feature. At specific points in the 

training process, such as when an epoch ends, a sequence of routines is called a 

callback. Keras has two built-in features: model checkpointing and a learning rate 

schedule. 

After training and verifying our model, we got 97% training accuracy and 

94.28% validation accuracy. (as shown in figure 22). 

 

Figure 22.  

CNN Model Architecture Summary 
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Figure 23.  

CNN Model 22 Epoch With 32 Batches 

 

In order to illustrate how the model's training and validation worked, we made 

graphs using Matplotlib that showed how accurate it was and how much loss it suffered. 

Figure 24 depicts the network's learning curve during training and validation. 

There was an upward trend in validation and training accuracy, which culminated in 

both reaching 97 percent. 
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Figure 24.  

Loss Curve During Training And Validation  

 

In Figure 25, we show the loss curve during training and validation of the 

network. In conclusion, the validation and training losses decreased with the number of 

iterations, which proves the model's effectiveness. 

 

Figure 25.  

Accuracy Training And Validation 
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Figure 26.  

CNN Model's Validation Accuracy = 0.94 

 

Figure 27.  

CNN Model's Test Accuracy = 0.90 

 

 

Figure 28.  

Form Actual And Predicated Images From CNN Model  
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VGG16 model 

The CNN model we used in our experiments was pre-trained on VGG-16. As a 

result of the small size of the images dataset, we fine-tuned our model by freezing parts 

of the convolution layers. Researchers created VGG-16, which has sixteen 

convolutional layers. MRI images of the brain with a dimension of 224 224 3 are fed 

into the model. It contains five max-pooling layers of dimension 2 2 and five Conv 

layers with kernels (filters) of fixed 3 3 filter size. 

Moreover, it includes two fully linked layers with a SoftMax output layer and 

comprehensive ReLU activation features. There are around 140 million 

hyperparameters in the VGG-16 model. Stacking many convolutional layers improves 

the ability to learn features that have never been seen before. Hyperparameters govern 

model behavior. It minimizes a predetermined loss function to improve outcomes for a 

given dataset. The hyperparameters to be modified are neuron counts, epoch counts, 

SoftMax activation functions, learning rates, and optimizers. The second 

hyperparameter to tune is the number of convolution layers. 

 

Figure 29.  

A Standard VGG 16 Network Architecture (Chetana Srinivas, 2022) 

 

 
 

Therefore, as ConvNet depth increases, so does the potential to learn hidden 

features at a lower cost. In figure 28, you can see the architecture of the VGG-16 

ConvNet. 

In addition to dropout layers, the VGG16 network is a pre-trained model with 

16 convolutional layers and a fully connected hidden layer. 
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Figure 30.   

VGG 16 Model Architecture Summary 

 

 

Figure 31.  

VGG16 Model 22 Epoch With 32 Batch 
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Dropout regularizes the networks to avoid overfitting by removing ReLU 

activations from the output layer. 

There is a gradual rise in the accuracy number vallation accuracy. As a result, 

this shows that the created model is both practical and learnable.  

Despite changes in the amount of loss and validation loss over time, it has a 

training accuracy rate of approximately 99.94%. 

Figure 31 depicts the training and validation of the VGG16 model for brain 

tumor datasets. The brain tumor dataset's VGG16 model training and validation losses 

are shown in Figure 31. 

 

Figure 32.   

Vgg16 Training And Validation Accuracy Curve 

 

 

Figure 33.  

Vgg16 Training And Validation Loss Curve 
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Figure 34.   

Vgg16 Validation Accuracy  

 

 

 

Figure 35.    

VGG16 Test Accuracy  

 

 

Figure 36.   

For Actual And Predicated Images From VGG 16 Model 



49 
 

ResNet50 model 

Kaiming He et al. at Microsoft Research, 2015 created a 50-layer Residual 

Network with 26M parameters for image identification and classification. The term 

"feature subtraction" is used to describe residual networks. Instead of acquiring new 

traits, they hone down on those excised from the source material. ResNet50 requires 

less time to train than conventional deep CNNs. The ImageNet database is used to train 

the pre-trained model. These networks also improve the accuracy of image 

classification. In addition, it has significant batch normalization and skips connections. 

Gated recurrent units or gated units are names given to specific skip connectivity. Nth 

layer input is directly connected to some (n+x)th layer input in the ResNet50 network, 

a deep neural network. Compared to the VGG16 and VGG19 models, this residual 

network has a lower temporal complexity. In our experiment, we employed a pre-

trained and calibrated ResNet50 model. Figure 36 depicts ResNet50's pre-trained 

architecture. 

 

Figure 37.   

ResNet50's Pre-Trained Architecture (Chetana Srinivas, 2022) 

 

 

ResNet50 was the pre-trained model that we used. It contains 50 convolutional 

layers, one of which is a fully connected hidden layer, while the rest are dropout layers. 

Dropout prevents networks from overfitting, and all layers except the output layer 

employ ReLU activations.  

With the pre-trained ResNet50 model, we obtained 48 percent validation 

accuracy for the brain tumor dataset. 
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Figure 38.  

ResNet50 Model Architecture Summary 

 

 

Figure 39.  

ResNet50 Model 22 Epoch With 32 Batch 
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Figure 39 depicts the precision of ResNet50 model training and validation on 

the brain tumor dataset. Figure 40 shows the loss of the training and validation 

ResNet50 models for brain tumor data sets. 

 

Figure 40.  

ResNet50 Training And Validation Loss Curve 

 

 

Figure 41.  

ResNet50 Training and Validation Accuracy Curve  
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Figure 42.  

ResNet50 Validation Accuracy   

 

 

 

Figure 43.   

ResNet50 Test Accuracy  

 

 

 

Figure 44.  

For Actual and Predicated Images from ResNet50 Model 
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InceptionV3 model 

Google Brain Team unveiled and constructed Inception in 2014. The ImageNet 

database served as the foundation for the GoogleNet CNN network. There were 22 

layers of pre-trained networks with 5M parameters in Inception's 22-layer pre-trained 

network, with ten parameters for each layer. Reduced calculation time and network 

performance are the goals of utilizing 11-kernel filters. A new version of the Inception 

network, Inception-v3, was implemented, which allowed the Conv layers to scale down 

using hyperparameters. Deep neural networks classify MRI brain pictures into 

thousands of image classifications.  

Self-learning models can detect and classify photographs depending on whether 

or not they exhibit features of handcrafted work. The Inception-v3 network requires an 

image with a resolution of 299 299 pixels as an input. It employs batch normalization, 

RMSprop, and image distortion to boost speed for computer vision challenges. The 

basic architecture is shown in Figure 44 of the Inception-v3 model. 

 

Figure 45.  

Inception-v3 Model Architecture (Chetana Srinivas, 2022) 

 

 

Our pre-built model, InceptionV3, has 28 convolutional layers and a fully linked 

hidden layer to reduce overfitting. The output is the only layer that does not incorporate 

ReLU activations. As a result of the InceptionV3 model, the model's training was 48 

percent accurate, and its validation was 44 percent accurate. Figure 45 illustrates this. 
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Figure 46.  

Inceptionv3 Pertained Model Architecture Summary  

 

Figure 47.  

Inceptionv3 22 Epoch With 32 Batch 
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InceptionV3 model's training and validation are shown in figure 47. Figure 48 

illustrates the loss of the InceptionV3 model for the brain tumor dataset through training 

and validation.  

 

Figure 48.  

InceptionV3 Training And Validation Loss Curve 

 

 

 

 

Figure 49.  

InceptionV3 Training And Validation Accuracy Curve  
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Figure 50.  

InceptionV3 Validation Accuracy  

 

Figure 51.  

InceptionV3 Test Accuracy 

 

 

Figure 52.  

For Actual And Predicated Images from InceptionV3 Model 
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Conclusion 

In this chapter, we will go through a method for identifying and building CNN 

Model for brain tumors.  

Brain MRI data is compared to deep pre-trained convolution neural networks 

for the automated detection of benign and malignant tumors. Pretrained CNN 

architectures, such as VGG16, Inception-v3, and ResNet50, are used in the image 

categorization. Each testing step includes a modification for the projected 

hyperparameter integral. Pretrained CNN architectures are expected to perform better 

if training and validation accuracy are increased. As training and validation accuracy 

improve, overfitting difficulties are expected. It is impossible for a model to accurately 

forecast a new dataset if just a tiny portion of its training data is used. According to 

assessment performance, CNN and VGG16 designs have a training accuracy of more 

than 0.9500 percent, with the highest validation accuracy of 0.9994 percent. All 

designs. We find that VGG-16 outperforms Inception-v3, ResNet50, and other pre-

trained CNN models on both training and testing datasets. Loss and validation accuracy 

with less loss is much closer than validation accuracy. Images were classified by tumor 

kind using three pretrained models: VGG-16, Inception-V3, and ResNet50. It is 

possible to categorize brain tumors using a CNN model trained on VGG-16. 
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CHAPTER VI 

EXPERIMENTAL RESULT & EVALUATION 

 

Model Testing Data Set 

The testing dataset (Brin-Tumor-test) contains 256 MRI brain tumor images that 

are distinct from the ones used in the training dataset and are divided into two 

categories: brain tumor and non-brain tumor. 

 

Table 3.  

Distribution of The Test Dataset's Images   

 

Figure 53.  

  Example Of MRI Brain Tumor Images Used To Test The Four Models. 

 

 

Testing the model 

Using 98 MRI brain tumor images, including 155 tumors and 98 without tumors 

(normal), the network is trained and validated with 98 MRI brain tumor images. 

I was using the model. Predict classes, and one may predict the classes of test 

photos after loading them. The following formula was used to determine the likelihood 

that each image belonged to a specific class: (1: normal) (0: brain tumor); after the 

prediction is complete, the model prints the first five results of each model, as shown 

in figure 54. 

Categories No testing images No validation images Image size 

Non-brain Tumor 23 23 244x244 pixels 

Brain Tumor 29 29 244x 244 pixels 

Total             52             52  
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Figure 54.  

The Initial Five Findings From Our Model Testing 

 

 

CNN model was 97% correct, VGG16 99% correct, ResNet50 44% correct, and 

InceptionV3 48% correct during testing. 

 

Comparative Analysis 

The most current state-of-the-art investigations concerning the detection and 

monitoring of brain tumors must be examined in the study. This study analyzed recent 

studies that employed the CNN and VGG 16 algorithms to identify, classify, and 

classify brain cancers and were published within the previous ten years or so. 

 

Performance Comparison 

Brain MRI images are identified using multiple pre-defined procedures in 

current framework systems. An effective mechanism for detecting and classifying 

tumors in the brain using MRI imaging. Here are a few approaches and strategies for 

pursuing future goals. MRI brain scans are most commonly entered as input images. 

Depending on the architecture and memory limitations, the input might be 2D or 3D. 

Since this software greatly enhances image data, the input regarding the images to be 

entered is just as important as any other stage.  

Brain MRI images are categorized using Deep Learning software without any 

prior processing. To find traits, a statistical or machine learning technique is applied. 

These returned properties are then used to train the Deep Learning system. Before 

choosing the optimal model, the main goal of each plan is to alter the Supervised 

Learning levels by practical guidelines. 

Systems were developed using deep learning methods. Learning, testing, and 

verification sets are created from the dataset before any earlier approaches are used. 
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Convolutional Neural Networks (CNN) have received much acclaim and recognition 

in deep learning for their capacity to extract and recognize deep features from images 

automatically. All of the features of each study article previously given are condensed 

using a consistent comparison table (Table 4). The tactics employed thus far are 

summarized in this table. The comprehensive investigation's findings and limitations 

have been examined.  

 

Table 4.  

Performance Comparison Between the Existing Methodology 

 

Result and Discussion 

As a result of training our custom model using 2065 images for a total of 22 

epochs and 32 batches, the following results had got it. 

This thesis describes a method for determining whether images of brain tumors 

are MRIs or not. This was accomplished using the CNN model, the VGG16, the 

InceptionV3 ResNet50, and other architectures. After just 22 epochs of training, these 
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models could correctly predict MRI brain tumor images with a balanced accuracy of 

nearly 99 percent on the validation and test set. 

 

Table 5.  

Evaluation Results of the Validation Models. 

 

 

Table 6.  

Evaluation Results of the Testing Models. 

 

 

Table 7.  

Analyses of the Training, Validation, And Testing Models 

Criterion VGG16 CNN Model ResNet50 InceptionV3 

Training Accuracy 99.94% 97% 45.75% 48.85% 

Validation Accuracy 98.00% 94% 48.00% 44.00% 

Training loss 0.002 0.0025 0.6948 0.7192 

Validation loss 0.0030 0.052 0.6914 0.7113 

Testing Accuracy 1.00% 90% 60.00% 48.00% 

 

Model 
Accuracy 

(%) 

Sensitivity 

(%) 

Specificity 

(%) 

Precision 

(%) 

CNN Model 94.20% 92.00% 96.20% 95.80% 

VGG16 98.00% 95.40% 100% 100% 

ResNet50 48.00% 36.30% 51.20% 16.60% 

InceptionV3 30.9% 0.00% 48.10% 0.00% 

Model 
Accuracy 

(%) 

Sensitivity 

(%) 
Specificity (%) 

Precision 

(%) 

CNN Model 90.30% 80.70% 100% 100% 

VGG16 100% 100% 100% 100% 

ResNet50 59.60% 0.00% 59.60% 0.00% 

InceptionV3 48.00% 33.30% 55.88% 28.50% 
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This accuracy was achieved using strategies including Adam optimization, data 

augmentation, dropout, and others. Overfitting is the term used to describe a trained 

model that closely fits the training data but does not generalize well to new cases. This 

is especially apparent when the size of the training sample is small. By analysing the 

plotted training, one may evaluate the chance of overfitting. The curve clearly shows 

that the data loss for the training and validation datasets is similar. If there were 

overfitting, the loss on the training data would be significantly more significant than 

the validation data. In addition, three groups were created from the instances for this 

reason (training, validation, and test). 

Larger training datasets, more image augmentation methods, and additional 

deep learning algorithms with more ensembles could all help to enhance this. 
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CHAPTER VII 

CONCLUSION AND RECOMMENDATIONS 

Conclusion 

This study identified a deep, simple, rapid, and successful learning approach 

that assisted doctors in making judgments on whether MRI images contained a brain 

tumor, a common challenge encountered by doctors. 

An instructional paradigm that addresses this issue has been developed. Python 

has several benefits, including being free, open source, and providing additional 

datasets and visual packages. Python code is more readable than MATLAB code and 

offers more versatility in terms of code structure. 

We employed a model we built from the base, and three pre-build deep learning 

models: InceptionV3, vgg16, and ResNet50, to train our dataset on a brain tumor. A 

model is constructed to train a dataset on brain tumors using three previously trained 

deep learning models and a newly created model (InceptionV3, VGG16, and 

ResNet50). 

A validation accuracy of 98.00 percent was achieved, while a training accuracy 

of 99.94 percent was achieved. A brain tumor may be detected using the findings that 

training and validation accuracy were improving. Despite my best efforts, I encountered 

several issues in my study where tumor could not be discovered or were incorrectly 

identified. This dataset, as well as the images inside it, will be my primary focus. 

Consequently, I want to experiment with alternative deep learning approaches in the 

future to improve my results. 

 

Recommendations 

There will be many more chances for me to improve my research in the future. 

To begin, further improve accuracy, more conventional classifiers may be used. 

Secondly, more images may be added. The model is better trained when there 

are more images to choose from. I want to do further work in the future using 3D 

images.  

After detecting the tumor, I will attempt to determine if it is benign or malignant. 

Finally, many more versions of deep learning approaches may be evaluated. 
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Appendix C 

Code 

Setting up the Environment 

import numpy as np  

import pandas as pd  

import imutils 

import os 

from os import listdir 

import tensorflow as tf 

from keras.preprocessing.image import ImageDataGenerator 

import cv2 

import matplotlib.pyplot as plt 

%matplotlib inline 

from tensorflow.keras.models import Model,load_model 

from tensorflow.keras.layers import 

Conv2D,Input,ZeroPadding2D,BatchNormalization,Flatten,Activation,Dense,MaxPo

oling2D 

from sklearn.model_selection import train_test_split 

from sklearn.utils import shuffle #shuffling the data improves the model 

Making directory for augmented images 

os.makedirs('./output/kaggle/working/augmented-images', exist_ok = True) 

os.makedirs('./output/kaggle/working/augmented-images/yes', exist_ok = True) 

os.makedirs('./output/kaggle/working/augmented-images/no', exist_ok = True) 

augmented_data_path ='./output/kaggle/working/augmented-images/' 

augmented_yes =augmented_data_path+'yes' 

augmented_no = augmented_data_path+'no' 

IMG_SIZE = (224,224) 

 

 

 


