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Abstract 
 

Real-Time Battery Health Monitoring for 

Electric Vehicle using Machine Learning 

 

Cyubahiro, Kevin 

Prof.Dr. Bülent Bilgehan 

M.SC Department of Electrical and Electronics Engineering  

                 May,2023  

 

Electric vehicles (EVs) are gaining a big market share in the automotive 

sector. Most of the automotive companies are emerging in producing a big number 

of them. But there are still challenges on how to control the battery managements 

system of the EVs by ensuring Efficiency. This reasons have caused the EVs not to 

be accepted on a high rate compare to the combustion engine cars. By giving precise 

information about the Charge state and health state of the lithium-ion batteries. The 

safety, dependability, and energy efficiency of EVs can all be improved through 

battery health state classification.  

This study focuses on differentiating the performance of three machine 

learning algorithms which are: Support Vector Machine (SVM), Bagged Trees 

(BT) and Artificial Neural Network (ANN). A sizable dataset of battery voltage, 

current, and temperature measurements from EV usage was gathered and pre-

processed to train and test each algorithm. The accuracy, efficiency, and 

computational complexity of each approach were evaluated to determine the most 

suitable algorithm for battery health monitoring. The suggested methods can be 

used to low-power edge devices and is capable of battery health monitoring with 

excellent accuracy and minimal computational complexity. This thesis offers 

knowledge for future study and advances the development of battery health 

monitoring systems for electric vehicles. 

 

Key Words: Support Vector Machine; Electric Vehicles; State of Charge; Machine Learning; 

Artificial Neural Network. 
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CHAPTER I 
 

Introduction 
 

 

1.1 Background Study 

As the electric vehicles continue to rise the need on how to manage the 

battery systems in the effective way must be introduced. The battery mounted on 

the electric vehicle plays a major important function, managing well its functions 

will make the vehicle perform well and bring the safety to the whole car. The State 

Health of the battery defines some major parameter for the EV such as: the overall 

cost, performance and the vehicles range.(Rimpas et al., 2022) 

In the traditional ways, to monitor the health of the battery the rule based 

systems that applies some predefined algorithms is implemented. Considering these 

methods, it is vivid that they are not effective to classify the battery health status. 

For instance, the battery may work in abnormal way and the system will not be able 

to predict the situation. (Q. Zhang et al., 2016) 

 

 

Figure 1 : Machine Learning Classification 

 

With machine learning techniques the accuracy for the results are reliable 

and effective. The advancements of the machine learning have improved the 

classification for the battery systems. In this project I have proposed the use of three 

machine learning for the battery health monitoring in electric vehicles which are: 

Artificial Neural Networks (ANNs), Support Vector Machine (SVM) and Bagged 

Trees (BT). The Artificial Neural network has been implemented in the related 

applications due to its ability of being able to study the historical data and make the 

classifications.(Toughzaoui et al., 2022). Support Vector Machine is a type of 

machine learning algorithm which learn in a supervision mode. SVM is widely used 

in regression and classification applications.BT are known as ensemble method that 

put together the multiple weak learners to produce a classification model.(Fan et 

al., 2020) 
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In the recent years, machine learning techniques has been presented as the 

solution which can replace the rule based methods. With the equipped knowledge 

of learning from the historical data it is possible to make the classification based on 

the knowledge given. With this in consideration it is possible to give more accurate 

result compare to the rule based systems. The machine learning models are able to 

monitor the degradation of the battery (State of Health) and remaining useful of life 

battery (State of Charge). (Fan et al., 2020) 

Machine Learning algorithms are classified in two categories which are the 

following: Supervised and Unsupervised methods. With the supervised method the 

data is labeled while the unsupervised algorithm does not use the labeled data 

instead they use clustering algorithms to group similar observations.(Roman et al., 

2021) The implementation of increasing the range for electric vehicles and reduce 

several cost that can go along with it is a good step in automotive industry. DE-

carbonization is a major challenge the world is facing now; many automotive 

industries are changing to electric vehicles. The production of electric vehicles has 

reduced a number of carbon emission. The lithium-ion batteries used in electric cars 

can face some major difficulties because of the environmental factors. Those factors 

include: aging degradation, fading capacity and life end. Machine Learning has 

showed great potential in analyzing the battery state of health and battery state of 

charge. The accuracy provided the machine learning algorithms are reliable and 

precise. The fact that, trained model can also predict the operation of the battery in 

the future is an added advantage of applying machine learning model in the 

monitoring the battery.(Rauf et al., 2022) 

Machine learning capabilities has advanced the estimation of the battery 

health status. Yongzhi Zhang and Mingyuan Zhao have developed a moving 

window which can extract the cells data and then predict the aging of the battery. 

The accuracy of their method is created using machine learning model. as the 

machine learning has continued to advance its importance has been revealed in the 

automotive industry.  

There are a lot of other ways of controlling and Classifying the battery life. 

For instance: Battery Management Systems are used in most of the electric vehicles 

nowadays and the manage all the functions of the high voltage placed in the EV. 

Battery Management Systems can get all real time information from the battery 

cells. As the researches, will continue advance in this field Machine Learning 

algorithms will soon be integrated in most of the electric vehicles. Some big 



 13 

companies like Tesla are using artificial intelligence in their systems.(Y. Zhang & 

Zhao, 2023). 

The objective of this Project is to apply the machine learning techniques to 

classify the State of Charge and State of Health of the battery in real time. The 

classification will be done using the data collected from the battery sensors. The 

Classification 

 will help us to detect any potential issue that may arise before it may 

become critical. This Classification will alert the vehicles owner about the battery 

status. The results that will be produced by this study will provide the effectiveness 

of the machine learning model in monitoring the battery health status. The outcome 

of the study will also contribute to the existing methods being applied in Electric 

vehicles industries. The Machine Learning techniques has been improved and their 

performance currently are assured to give the real classification. The use of this 

method in the battery monitoring systems ensures a good performance of the EVs. 

A big number of situations has occurred on in the past which shows how the EVs 

has not been able to withstand the malfunction of the battery systems. Battery health 

monitoring in electric vehicles will enhance the safety of the Battery systems by 

keeping the car and the owner safe. 

My research will implement supervised machine learning. The method will 

be used specifically on the following machine learning model: Artificial Neural 

Network (ANNs), SVM (Support Vector Machine) networks, and Bagged Trees 

(BT). These algorithms have shown to be effective in various classification tasks 

and are well suited for the task of the battery health monitoring. Before applying 

any machine learning model to the battery health monitoring systems it is necessary 

to apply the pre-processing techniques. these techniques used in the pre-processing 

includes: feature extraction, normalization and outlier detection.  

The normalization process means to transform the data and turn them to zero 

mean and unit variance. The process ensures that all the features are consistent and 

thereby preventing some features to dominate others. Feature Extraction is the 

process of extracting certain features in the data as mean of using the data for the 

Classification purpose. The outlier detection is the process of removing the outliers 

from the data. These outliers can have the negative impact on the machine learning 

models. The data will be processed by using the techniques elaborated above. The 

data will be processed to ensure the quality, suitability and efficient for the machine 

learning. The which will be processed will be used for training and testing.  
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1.2 Thesis Problems  
 

1. By using the SVM (Support Vector Machine), Bagged Trees (BT) and 

Artificial Neural Network (ANN) in real time Classification for the SOH and SOC. 

Which model will bring the best results in performance? 

2. By applying the Real time sensor data including: Temperature, current 

and voltage in machine learning models, how does the battery health monitoring 

accuracy can be improved? With this in consideration how will this affect the 

system in estimation or Classifying the SOH and SOC for lithium-ion batteries?  

 

1.3 Aims of the Research 
 

The main aim of the research is to compare the performance of three 

machine learning algorithms (SVM, BT, and ANN) for battery health monitoring 

of lithium-ion batteries used in electric vehicles. The study aims to evaluate the 

accuracy, efficiency, and computational complexity of each approach using a 

dataset of battery voltage, current, and temperature measurements from EV usage. 

The goal is to determine the most suitable algorithm for battery health monitoring, 

which can improve the safety, dependability, and energy efficiency of electric 

vehicles by providing precise information about the charge state and health state of 

the batteries. The research aims to advance the development of battery health 

monitoring systems for electric vehicles and provide knowledge for future studies 

in this area. 

 

1.4 Significance of the Research 
 

Battery health monitoring for electric vehicles has some great significance. 

One is the improved safety of the vehicle, the model system will be able to predict 

any failure which might occur in the battery and alert the driver beforehand. This 

would increase the safety of the car, environment and their owner. Secondly, the 

battery life span of the car is another great major factor to consider. By monitoring 

the health status of the battery it can help in maintaining well the battery thereby 

increasing battery lifespan overtime. In case, the user is aware of the usage this will 

help in maintaining the battery.  
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Thirdly, battery health monitoring can offer suggestions on how to enhance 

energy consumption and lower waste by examining data on battery use and 

performance. Drivers can adapt their driving practices to enhance the economy of 

their car with the aid of battery health monitoring. 

Finally, electric vehicles are still seen as sustainable and they are seen as 

good alternative for the cars powered by the gasoline. Thought electric cars are 

sustainable the disposal of the lithium ions batteries can cause some danger to the 

environment too.Battery health monitoring research will also discover how these 

batteries can be more sustainable.  

 

1.5 Limitations of the Research 
 

The availability of data is one of this research's main difficulties. Large 

volumes of data are needed to train machine learning systems that can properly 

predict battery health. However, due to privacy concerns or proprietary information, 

access to this material may be restricted. The real-time operation of machine 

learning algorithms can be quite computationally intensive and include complicated 

algorithms. Electric vehicles, which have constrained processing capabilities yet 

demand quick reactions to assure safety and efficiency, may be limited by this. 

Although machine learning algorithms may be able to estimate battery health 

precisely, there is always a chance of error or inaccuracy.  

Particularly in safety-critical applications like electric automobiles, this can 

be an issue. Battery health monitoring systems can be expensive to implement, 

especially for smaller manufacturers or those with constrained funding. This may 

restrict the use of the technology and impede advancement in the field. 
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1.6 Thesis Structure 

 

Chapter 1: Introduction  

Chapter 2: Literature review, covering battery technology, battery health monitoring 

techniques, and machine learning algorithms used for predictive maintenance in other 

researches. 

Chapter 3: Methodology, detailing the data collection, preprocessing, and machine learning 

techniques used in the research. 

Chapter 4: Results and discussion, presenting the performance evaluation of the machine 

learning models and the comparison with traditional battery health monitoring techniques. 

Chapter 5: Conclusion and future work, summarizing the key findings of the research and 

providing recommendations for future work. 
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CHAPTER II 

Literature Review 
 

2.1 Overview  

  Battery Health Monitoring for electric vehicle using Machine learning will 

bring an additional contribution to the research made previously in technologies for 

detecting the age of battery and state of charge (SOC) for the lithium ion cells. 

While previous studies have developed similar systems for lithium-ion batteries in 

general, my research will focus on the unique requirements of electric vehicle 

batteries, such as the need for quick and accurate monitoring to ensure safety and 

optimize driving range. (Q. Zhang et al., 2016) 

The following are various previous researches done on the topic of battery 

health monitoring. Various methods have been implemented by various researches 

and ongoing researches are keep adding to the existing ones and my research also 

will contribute to the current ones. The method that will be used are based on 

machine learning and three machine learning algorithms will be applied. Those 

algorithms are: Support Vector Machine, Neural Network model and Bagged trees 

which uses ensemble learning. (Driscoll et al., 2022) 

 

2.2 Kalman Filter Based SVM 
 

This article outlines a model for Lead acid regulated valve batteries it then 

demonstrates the use of techniques for state estimating the battery state of Charge 

and battery state of health in real time mode. The approach employs a Kalman filter 

(KF) using a machine learning algorithm named as support vector machine.  

This method considers factors related to the battery's capacity using input 

vector with multi-dimensional, and then the time series components is trained using 

SVM to predict any new data which might be introduced on the model later on. The 

KF predictor is applied to the SVM innovation to perform step-by-step prognosis. 

The method proposed by this author uses a real-time data and proves to be effective 

in estimating the battery state of health and battery state of charge for the Lead Acid 

Regulated cells with an accuracy equal to 4% for determining the SOH and its 

deterioration trend.(Chang & Xiaoluo, 2011) 
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2.3 Model Classification using Machine Learning Models  

Machine learning field is a branch for the artificial intelligence. From 

machine learning algorithms it is possible to build different algorithms which can 

learn from data given and improve the learning process. Machine learning models 

are able to take decisions based on the experience it has and knowledge supplied to 

it. Machine learning algorithms does not need to be reprogrammed again to work. 

When it comes in Classifying the parameters for any energy storing device machine 

learning models have more efficient ways for Classifying.  

The authors proposed two different methods on how to find the battery 

health for lithium ion cells. Those methods include: model bases on physics and 

models based on equivalent circuit. But these methods presented that the current 

has some limitation. Therefore, the authors then have suggested the machine 

learning models which can give better responses for battery SOC and SOH 

Classification. this paper also provides some overview on how real time 

Classification for battery can be optimized.(Chang & Xiaoluo, 2011) 

 

2.4 Model Classification using Artificial Neural Network (ANN). 

The author in this study describes the application of Neural Networks to 

predict the battery health status for the lithium cell. Battery packs are critical and 

expensive components of electric vehicles, so comprehensive monitoring and 

control is essential. By using the artificial neural network algorithms is trained on 

experimental information’s from a commercial (3.6V) battery cells using 

SOC/OCV relationship derived from the R-RC model. The model get various 

parameters as input which include (current, voltage, temperature) and then deliver 

the State of Charge as output.  

Then the model which have been trained using neural network is tested with 

drive recorded drive cycles to accurately estimate battery SOC. This paper 

emphasizes that a well-trained single-layer neural network can capture nonlinear 

properties of batteries and estimate unmeasurable parameters such as battery SOC 

levels. The use of ANNs in her battery health status Classification is promising and 

offers a potential solution for comprehensive battery monitoring and control in 

electric vehicles.(Ismail et al., 2017) 
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2.5 Model Classification using CNN with Parameters Optimized 

The author continues to describes a principle for accurately Classifying the 

battery health status (RUL) used for the lithium, which is crucial for ensuring the 

safety for their applications. The authors then give details about aging mechanism 

of lithium cells which brings a challenge to current technologies. Further on, they 

propose a convolutional neural network model for the Classification of the battery 

health status of the battery cells. The CNN is optimized using an orthogonal 

method, which is known to reduce the training time of the model.(Li & Yang, 2020) 

The method which is proposed is confirmed using the RUL Classification 

and large dataset is reported to exceed 90.9 %. The RME and MAE are reported to 

be limited to 35.1 and 13.7, respectively. The authors state that their proposed 

method is suitable for Classification Lithium Remaining Useful time for batteries 

used in energy storage devices and EV. (Li & Yang, 2020) 

 

2.6 Model Classification using Convolutional Neural Network Approach 
 

(Fan et al., 2020) The intelligent and reliable battery state of health 

estimation is very critical when considering the use and safety for the Lion batteries. 

The application for this is being employed different areas such: smartphone, electric 

vehicle and smart grid. The author for this paper indicate that a brand-new structure 

built on a convolutional neural network that uses data on 

voltage, current, and temperature gathered during battery charging to 

directly estimate SOH. The proposed algorithm has been trained using cells data 

numbered to twenty-eight which were aged up to two different temperatures with a 

random profile usage. The effects of different CNN configurations with layers 

numbered from one to six and neurons between 32-256 neurons are explored, the 

accuracy was improved by augmenting the training data with noise and errors. 

Significantly, partial charges, which are typical in many real-world applications, 

were taken into account when validating the suggested Convolution Neural 

Network model. While using a very limited charge window of 85 percent to 97 

percent for indicating the battery state of charge, the suggested algorithm is 

Convolution Neural Network model SoH estimate methodology still managed a 

respectable MAE of 1.6 percent over the course of the battery life.  
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Even though it was demonstrated that the suggested Convolutional Neural 

Network algorithm can estimate State of Health effectively for data with partial 

charge and 2 temperature values, more research can examine other ranges of 

temperatures, various power charging with a constant and charge currents. Overall, 

the Convolution Neural Network-based framework offers a reliable and efficient 

approach for calculating SOH straight from charging data, which is crucial for 

guaranteeing the secure and dependable operation of Li-ion cells in a variety of 

applications.(Fan et al., 2020) 

 

2.7 Model Classification using Forest Approach for Lithium-ion Battery 
 

(Mawonou et al., 2021) Although this author proposes this system there can 

be challenges to apply them to the lithium-ions batteries which are used in electric 

vehicles. It is recommended to use machine learning models as they are the ones 

which can be implemented on batteries used in electric vehicles. One of the key 

concerns for users of electrified vehicles is maintaining a power supply with 

consistent range for the lifetime of an electric vehicle. Lithium cells has an 

important feature toward achieving this objective, but assessing the health of these 

batteries is essential for ensuring their performance and longevity. The State of 

Health for lithium cells assessment is an assured method for achieving this. 

The author of this paper presents the indicators for aging which are numbered to 

two. The indicators delivered from the collected data stored during driving and 

charging events. These indicators make assessment for the State of Health with the 

error which have low estimation, in addition to this a forest algorithm is introduced 

to predict how the battery perform in its aging process which then produces the 

battery state of health estimation error up to 1.27%. Collecting data and ranking 

analysis could not be enough to bring the best in Classifying the age of the batteries. 

Real time monitoring system is advised here to make the systems works at its best. 

(Mawonou et al., 2021) 
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2.8 Model Classification using Novel Informed Deep Learning 

The battery cells used in electric vehicles imposed some safety issues in 

operation, and accurate estimation of its condition and battery health status is very 

important in energy storage management of the batteries. In recent years, deep 

learning-based Classification frameworks have become established for this task due 

to their high accuracy. This paper combines empirical models and deep neural 

networks to propose a new approach to predict the battery health status for lithium 

cells by applying impedance-related properties.(Kim et al., 2022) The proposed 

framework includes three phases including feature gathering, model training, and 

probabilistic Classification. The model is protected with Monte Carlo dropouts to 

ensure robustness and reliability. 

The proposed approach significantly outperforms basic deep neural 

networks in terms of accuracy and robustness. Hierarchical relevance propagation 

is used to track feature importance and provide scientific justification for output. 

The outcome of this research carry some valuable insight into the use of deep neural 

networks for monitoring battery health and for power and energy decision-making 

and remediation planning used in the electric vehicles cells battery pack. It shows 

the importance of an explainable, uncertainty-based pipeline.(Kim et al., 2022) 

 

2.9 Model Classification using Recurrent Neural Network (RNN) 
 

Zhang, Yongzhi and Zhang, Yongzhi proposed a model for Classifying the 

battery health status by using the algorthim of Recurrent Neural Network. The RUL 

Classification has shown an effective performance in assessing the battery 

usefulness and reducing the risks which might arise, as it can determine the advent 

of failure. However, the current remaining useful life Classification techniques 

learning are inefficient when it the dependencies are very long in determining the 

battery degradation. 

(Toughzaoui et al., 2022)The authors continue by suggesting that employing 

deep learning approaches to predict the health status of the battery will tackle the 

problem in an efficient way. To know which long phase dependencies that involves 

in the lithium cells degradation, two models plays a major role. Those models are 

RNN (Recurrent Neural Network) and long short term Memory. In order to advance 
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the RNN (Recurrent Neural Network) and LSTM (Long Short Term Memory) a 

specific method is used namely mean square back propagation.  

The created models RNN (Recurrent Neural Network) and LSTM (Long 

Short Term Memory) can be able to generate an explicitly capacity-oriented 

Remaining Useful life predictor and this get the information about the degraded 

capacities for cells. The filter model is introduced to for the SVM and RNN which 

are then contrasted with learning ability of the RNN and LSTM. A probabilistic 

battery health status forecast is produced using Monte Carlo simulation. To verify, 

compare, and build models. In case the training data is offered online, the new 

method can estimate the battery health status independent of any data, and it can do 

so earlier than using conventional techniques. In general, the article implies that by 

identifying long-term connections among the deteriorated capacities, deep learning 

approaches, in particular RNN (Recurrent Neural Network) and LSTM (Long Short 

Term Memory), can be useful in Classifying the battery health status of the battery 

(RUL). The suggested approach may enhance battery dependability assessment and 

lessen battery danger.(Toughzaoui et al., 2022) 

 

2.10 Model Classification using Hybrid K-means CNN-Long Short Term Memory 
 

Toughzaoui and Yassine discusses the use of lithium batteries in numerous 

areas and the need for real-time monitoring of Remaining Useful Life. There are 

two methods which needs to employed to detect the Remaining Useful life which 

includes the methods based on data provided and another one is model-based 

methods. Artificial neural networks have shown good performance in Classification 

of State of Health and RUL in several studies. Artificial Neural Network has some 

good performing models which includes: Long Short Term Memory and Recurrent 

neural network.  Moreover, convolutional neural networks have shown to function 

well while processing time series data. Some studies propose combining different 

models for Classifying the Battery State of Health, such as CNN LSTM hybrid 

algorithm. This author also discusses the use of the NASA open source dataset to 

perform the evaluation and do the training of the model using three metrics: RMSE 

(Root Mean Square Error), and MAE (Mean Absolute Error). The author concludes 

with a discussion on the model development in Classifying remaining capacitance 

values until the battery end is achieved.(Toughzaoui et al., 2022) 
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Classification for health status of battery uses a multiple machine learning 

algorithms which includes the following: Bagged trees (BT), Artificial Neural 

Network (ANN) and Support Vector Machine(SVM). Comparative analysis of the 

performance of each model for battery health monitoring will be provided. This will 

help identify robustness and flaw for those various machine learning algorithms and 

determine which one is most suitable for this particular application. My research 

paper will also build on previous work in feature engineering and selection, as well 

as model calibration, to optimize the operation of the algorithms for battery health 

monitoring.  

This will help to ensure that the models are accurate and reliable in 

estimating the battery health status. By making suggestions on how to create robust 

data-driven models for estimating battery SOH and highlighting the need of 

reliability boundaries around the assumption, the research will contribute to the 

broader field of health monitoring and diagnostics for lithium-ion batteries. This 

might provide guidance for the creation of comparable systems for other crucial 

components that need real-time SOH estimation. 
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CHAPTER III 

Methodology 

 

3.1 Research Design 
 

In this study, machine learning algorithms are used to check the battery 

health for electric vehicles using machine learning. Specifically, three popular 

machine learning models will be implemented: Support Vector Machine (SVM), 

Bagged Trees (BT), and Artificial Neural Network (ANN), to predict the battery's 

health status. Data for battery pack be collected from various data centres which 

provides electric vehicles battery historical data. Then, the most important features 

that affect battery health will be selected and be trained on each model using the 

pre-processed data. The working condition of each algorithm model will be 

evaluated by using various metrics such as precision, recall, accuracy and F1 score 

and select the best-performing. Finally, the algorithms will be validated by testing 

it under different conditions and continuously monitor and improve it by 

incorporating new data and optimizing the training process. 

 

3.2 Data Collection 
 

To get the data for my experiment I researched through various online 

research data centres and found Kaggle platform 

. Data scientists and machine learning experts now frequently use Kaggle as 

a platform for learning, working together, and competing in real-world data 

problems. More Collaborators along with Scholarly keep adding the data for 

research purposes. The datasets relevant to my research question was picked and 

downloaded from Kaggle platform. The datasets contained information on battery 

health parameters such as voltage, temperature, and state of charge for electric 

vehicles. 

To be able to use the data they had to be cleaned and processed to ensure 

that the algorithms are getting the exact inputs. This involved removing missing 

values, normalizing the data, and creating new features. By using Support Vector 

Machine (SVM), Boosted trees (BT), and Convolutional Neural Network (CNN) it 

was possible to validate the results of my analysis by comparing them with existing 

literature and conducting sensitivity analyses. (BATTERY AND HEATING DATA 

IN REAL DRIVING CYCLES | Kaggle, n.d.) 
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In general, the data used was obtained through an online platform named 

Kaggle. Relevant datasets were selected to be cleaned, pre-processed, and analysed 

to answer my research questions. 

 

3.3 Machine Learning Model Development  
 

To be able to make classification there are steps which are normally used in 

machine learning development. The first step taken is to define the problem which 

includes identifying the relevant data sources and specifying the types of outputs to 

be generated. 

Once the problem is defined, data were then collected and prepared. To 

produce the best results, the data had to be cleaned and transform them into the 

desired input. Then data must also be separated into validation set, testing set and 

training set.  

After preparing the data, machine learning algorithms that will be used to 

build the models were selected which are: Artificial Neural network, Support Vector 

Machine and Bagged Trees(BT). Then algorithms were evaluated based on their 

performance on the training and validation sets, as well as their suitability. 

Furthermore, a new prepared data set was used to optimize the performance 

and working conditions of the model algorithm. After training the models, they were 

evaluated their performance on the testing data. This also ensures all new data will 

be Classified with high accuracy. 

When the trained model has resulted in good results they can be used to 

make classification on the unseen data. This involves integrating the models into a 

larger system and ensuring that they are capable of handling new data in real-time. 

In summary, first the problem is to define, prepare and then collect the data, 

select the models and train them, evaluate their performance, deploy them to make 

classification and Classification on new data. (Machine Learning Development | 

Machine Learning Consulting, n.d.) 
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3.4. Data Pre-processing 
 

The data pre-processing stage includes machine preparing the data for 

machine learning. The main importance of doing pre-processing is to improve the 

accuracy, precision and quality for the data. Pre-processing also helps make it easier 

for the interpretation and analysing the data.  

 

The steps include in Data-pre-processing are follow.  

 

 Handling Missing data: In any dataset there might be some missing data which can 

give wrong results in training the model.  There are some techniques used to handle 

missing such as data imputation and removal. Data imputations uses some techniques 

of calculating the mean, mode, finding the average to predict any missing value based 

on the given features. While removal involves in deleting the columns and rows that 

contains the missing values.  

 Removing Duplicates: in various data set we can have duplicates rows and columns 

and this can cause inaccuracy for any machine learning model. It is better to remove 

the duplicates in data. There are some methods used in removing duplicated which 

includes comparing the rows and columns and then remove duplicates. Another 

method used is clustering which involves in grouping similar rows and columns and 

remove the duplicates.  

 Outliers: Outliers are included in the dataset and this data have a significant 

difference with other data. This can create distortion and make the learning machine 

algorithms give bad results. The way of removing the outliers is to use the median 

or mean value of other features.  

 Feature scaling: Feature scaling includes normalizing the data into a common scale. 

For instance, the normalization range can be from 0 to 1. Some algorithms such SVM 

and KNN can perform bad if features have different ranges of values. The techniques 

involve in feature scaling includes: Normalization standalirzation, min-max scaling. 

  Feature Engineering: Feature engineering is the process of creating the new featured 

from the one which already exist. The feature engineering can be achieved by 

applying mathematical formulas such as logarithms or square root. For instance, two 

number can be multiplied to create a new feature.  
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 Evaluation Metrics: the evaluation metrics are used to analyse and compare the 

performances of the machine learning algorithms. There are some evaluation metrics 

which are commonly used such as: accuracy, precision, F1 score, recall and ROC.  

 

3.5 Implemented Machine Learning algorithms  

 

3.5.1 Artificial Neural Network (ANN) 
 

Neural Networks are also named as Artificial Neural Network. These kind 

models are mostly used in deep learning application. Neural Network algorithm 

mimics the brain of a human and they use supervised machine learning. By the using 

the hidden layer it is possible to learn the features of the data and classify them to 

their class.   

 

 

Figure 2 : Artificial Neural Network 

 

The methodology which must be applied in training the Neural network model involves various 

steps and they are listed below: 

1. Data Preparation: The input data which might be training set or testing set are processed 

and in this steps missing values, feature engineering, feature scaling is managed.  

2. Architecture Design: By establishing the required number of layers, the number of 

neurons for each layer, and the activation function for each layer, the architectural of 

NN is formed.   
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3. Initialization: The weights and biases have to be initialized in a random way. These will 

break the symmetry for the NN network and then proceed with training.  

4. Forward Propagation: The training data will be fed at the input of the neural network 

algorithm model and this data will pass through each layer to be processed and then an 

activation function will be used to give the Classified outcome.  

5. Loss Calculation: During training or testing there is some difference between the actual 

output and Classified output. To find their difference a loss function must be applied. 

This loss function is also named a cost function. There are some popular loss functions 

used in this process which includes: categorical cross-entropy, cross-entropy and Mean 

Square Error. This loss function will be used depending on the nature of question. The 

problem might be (regression, classification, multi class classification) 

6. Backward Propagation: The weights and biases of the neurons must be updated to 

minimize the loss of the model. backpropagation must be applied in to adjust the 

parameters of the NN model.  

7. Hyper parameter Tuning: Neural network models have various parameters to be tuned 

which includes: number of epochs, learning rate and droop out methods.   

8. Model Evaluation: The trained neural network is used on the testing set, validation set 

to examine its performance. The effectiveness of the models is evaluated using several 

evaluation metrics. Those metrics includes: ROC, recall, F1-score, precision and 

accuracy. 

9. Classification: A new dataset can be provided to the neural network model's learnt 

biases and weights after training. The data will be supplied in a forward direction.  

Neural Networks can be very useful in capturing the complexity of the 

patterns. Neural network requires the tuning hyper parameters for achieving the 

optimal performance. Numerous applications, including speech recognition, natural 

language processing, image recognition, and others, use neural networks 

algorithms. (Types of Neural Network Algorithms in Machine Learning with 

Examples, n.d.) 
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3.5.2 Bagged Trees (BT) 
 

Bagged trees algorithm is included in the ensemble learning methods for 

machine learning. Bagging means the bootstrap Aggregation in other words this 

mean the ensemble methods. The ensemble methods mean in other words layering 

the data, algorithms and models. The bagged trees are delivered from the decision 

tree. It was observed that the decision tree like to give high variance. Bagged trees 

is created by combining the decision trees and then the average will be made to find 

the output. The bagged trees can be composed with 10 trees, 30 trees, 60 trees and 

more.  (Bagged Trees: A Machine Learning Algorithm Every Data Scientist Needs 

| by Rob W | Towards Data Science, n.d.) 

 

 

Figure 3 : Bagged Trees 

 

The bagged trees are methodology follow the steps below: 

1. Data Preparation: The input data which might be training set or testing set are processed 

and in this steps missing values, feature engineering, feature scaling is managed. 

2. Bootstrap Sampling: Through bootstrapping, random subsets of the training data are 

produced. Each subset, referred to as a "bootstrap sample," is the same size as the initial 

training data, but some samples have been repeated and others have been left out. 
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3. Base Learner Training: Each independent bootstrap sample is used to train a 

fundamental learning algorithm, such as a decision tree. Multiple base learners are 

produced as a result, each with their own set of learnt rules and classification. 

4. Ensemble Creation: The final classification is created by combining the classifications 

from each base learner. Voting for classification problems or averaging for regression 

problems can be used to determine the ensemble Classification. 

5. Evaluation and Classification: A different validation or test dataset is used to evaluate 

the bagged trees model's performance. When the model is deemed adequate, 

classification based on fresh, unforeseen data can be made using it. 

 

When compared to a single decision tree, bagged trees are notable for their 

capacity to reduce overfitting by averaging the classification of several base 

learners, which can enhance accuracy and generalization performance. Bagged trees 

can accommodate a high number of input features and are robust to noisy data. They 

might not be as easy to comprehend as a single decision tree, and for optimum 

performance, the ensemble size and base learner parameters might need to be 

adjusted.(Chandran et al., 2021) 

 

3.5.3 Support Vector Machine (SVM) 
 

Support Vector Machines (SVM) is a supervised learning algorithms and it is generally used 

for regression and classification tasks.  

 

 

 

Figure 4 : Support Vector Machine 
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The methodology for the SVM includes the following steps:  

1. Data Preparation: Pre-processing is performed on the initial training data, which may 

include addressing missing values, feature scaling, and feature engineering if necessary. 

2. Feature Representation: Each sample is represented by a vector of values according to 

its features in the feature vector representation of the data.  

3. Labelling: Each sample in the training data is marked with the goal value or class to 

which it belongs.  

4. Training: SVM determines a decision boundary, also known as a hyperplane, as the one 

that best separates the samples into several classes. The SVM approach aims to 

maximize the margin, which is the separation between the hyperplane and the closest 

samples from every group. 

5. Kernel Transformation (Optional): If the data cannot be divided linearly, SVM can 

transform the feature vectors into a higher-dimensional space with the use of a kernel 

function, enabling the division of the samples along a linear hyperplane. The radial 

basis function (RBF), sigmoid, linear, and polynomial kernel functions are often used. 

6. Model Evaluation: The effectiveness of the trained SVM model is evaluated using a 

different validation or test dataset. Common evaluation criteria include accuracy, 

precision, recall, the F1-score, and the area under the receiver operating characteristic 

(ROC) curve. 

7. Hyperparameter Tuning: To maximize the model's performance, SVM contains a 

number of hyperparameters that need to be adjusted, including the kind of kernel, kernel 

parameters, regularization parameter (C), and class weights. 

8. Classification: By applying the learnt decision boundary to the feature vectors of the 

samples, the SVM model can be trained and improved to make classification on new, 

unforeseen data. 

 

SVM is renowned for its capacity to handle both linearly and non-linearly 

separable data as well as for its use of kernel functions to detect intricate patterns in 

the data. SVM may be computationally expensive, though, especially when working 

with huge datasets, and careful hyper parameter optimization is necessary for it to 

perform at its best. In comparison to simpler algorithms like decision trees, the 
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interpretability of SVM models can be constrained because they often produce a 

binary decision border without explicit feature importance metrics.(Support Vector 

Machine (SVM) Technique - Creative Biolabs, n.d.) 

 

In General Machine Learning Development includes the following steps: 

 

1. Data preparation 

2. Data Pre-Processing   

3. Model selection 

4. Model training 

5. Model tuning 

6. Model evaluation 

7. Model deployment. 

 



 33 

CHAPTER IV 

Findings and Discussion 

 

4.1 Results and Findings 
 

As a result of this research, Neural Networks (NN), Support Vector 

Machines (SVM), and Bagged Trees (BT) were clearly demonstrated. All these 

models have performed well in Classifying the State of Charge (SOC) for an electric 

vehicle battery. Among the models used for this study the Neural Network has 

achieved a higher accuracy of 99.1 % followed by Bagged trees at 98.4 % and the 

SVM model at 92.5 %.  

The confusion matrices have demonstrated that the algorithm can classify 

and predict well the SOC of the battery as either Normal or Critical. For all the three 

models the Neural network and Bagged trees has a good number of True positive 

rate compared to the SVM. Neural Network model has performed well both in 

training and testing compared to other models. The negative outcome is Classified 

as ‘Critical SOC’ where as the positive outcome is Classified as the ‘Normal SOC’. 

When the model gives the output of Normal SOC it means that SOC of the battery 

is in the good conditions. When the model gives the output of Critical SOS it means 

the battery health has some problems which might lead to battery degradation. 

Which also means that, current may be getting very low; voltage might be rising 

above expectation or the temperature might higher.  

The RoC curves were also created for each algorithm to analyze and 

visualize their performance. The ROC curves for all the three algorithm used show 

a high area under a curve (AUC), this indicates that the models have a good 

discriminatory power. ROC curves has a low discriminatory power compared to the 

curves produced the other two models. 

Finally, the scatter plots were also created to analyze and visualize the 

relationship between the Classified SOC outcome and the predictors which are: 

Current (I), Voltage (V) and Temperature (T). The scatter plots Cleary indicates 

that the predictors are correlated with Classified SOC outcome, with a separation 

between the two outcomes which are “Normal SOC” and “Critical SOC”. 
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All in all, the outcome of the study indicates the Neural Network algorithm 

with medium layers applied is the most effective in making the Classification of 

SOC for the electric vehicles batteries. Though the Neural Network performs well 

than others each algorithm presented in this study has a good accuracy on the data 

supplied to it. 

 

4.2 Data Analysis  
 

The dataset used consisted of 1500 observations with 3 features. The 

predictors are Voltage, Current and Temperature. The response of the model must 

be either ‘Normal SOC’ or Critical ‘SOC’.  The data was pre-processed by scaling 

and splitting the data into testing and training sets using 70% (1050) samples for 

training and 30 % (450) samples of testing. For each model the data was trained 

using training set and tested using testing data.  

 

4.3 Model Performance 
 

The performance of the models utilized in this investigation is clearly 

displayed in tables 1 and 2. Table 1 displays the effectiveness of neural network 

(NN), support vector machine (SVM), and bagged tree (BT) models on training 

data, whereas table 2 displays the effectiveness of the same models on testing data. 

The Neural Network have achieved the highest accuracy.  

 

Table 1 : Models Performance on Training data (Accuracy) 

 

Neural Network  99.1% 

Bagged Trees 98.4% 

Support Vector Machine 92.5% 

 

Table 2 : Models Performance on the testing data (Accuracy) 

 

Neural Network  77.5% 

Bagged Trees 71.6% 

Support Vector Machine 63.6% 
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4.4 Neural Network Model Classification Parameters  

 

Table 3 : Neural Network Model Performance Parameters 

 

Accuracy  99.1% 

Classification Speed  32000 obs/sec 

Training time  8.5477 sec 

Neural Network type Medium Neural Network  

Number of fully connected layers  3  

First layer size  25 

Second layer  20 

Third layer size  20 

Activation function  ReLU 

AUC 0.99 

 

4.4.1 Confusion Matrix for Neural Network Model 

 

The neural network achieved an impressive accuracy of 99.1%, indicating 

that it is making correct classification for the majority of samples. The True Positive 

Rate (TPR) for critical SOC was 99.5%, and for normal SOC it was 97.2%, 

indicating that the model is correctly identifying the majority of samples belonging 

to these classes. The False Negative Rate for normal SOC was 2.8%, and for critical 

SOC it was 0.5%, indicating that the model is correctly identifying most of the 

positive samples. 

 

Figure 5 : TPR and FNR for Neural Network Model 
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The neural network achieved an impressive accuracy of 99.1%, indicating 

that it is making correct classification for the majority of samples. The True Positive 

Rate (TPR) for critical SOC was 99.5%, and for normal SOC it was 97.2%, 

indicating that the model is correctly identifying the majority of samples belonging 

to these classes. The False Negative Rate for normal SOC was 2.8%, and for critical 

SOC it was 0.5%, indicating that the model is correctly identifying most of the 

positive samples. 

Overall, the neural network's performance is excellent in terms of accuracy, 

TPR, and false negative rate, suggesting that it is accurately classifying the majority 

of samples for both normal and critical SOC classes, with low false negative rates. 

 

 

Figure 6 :  : Confusion Matrix for Neural Network Model 

Finally, electric vehicles are still seen as sustainable and they are seen as 

good alternative for the cars powered by the gasoline. Thought electric cars are 

sustainable the disposal of the lithium ions batteries can cause some danger to the 

environment too. Battery health monitoring research will also discover how these 

batteries can be more sustainable.  

The dataset consisted of 1500 samples, out of which 1050 were used for 

training the neural. The model classified 865 samples as critical SOC and 176 

samples as normal SOC.There were 5 samples from the normal SOC class that were 

misclassified as critical SOC, and 4 samples from the critical SOC class that were 
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misclassified as normal SOC. Despite these misclassifications, the overall 

performance of the neural network was still excellent, with an accuracy of 99.1% 

and high TPR values for both critical SOC (99.5%) and normal SOC (97.2%). 

It's important to further investigate and address the misclassifications to 

improve the model's performance, such as through fine-tuning, feature engineering, 

or adjusting the decision threshold. 

 

4.4.2 Scatter Plot for Neural Network Model  
 

On the test dataset, which included 450 samples (1500 - 1050) that were not 

used for training, a scatter plot was made to show how well the neural network 

performed. Each data point in the scatter plot represented a sample, with the true 

labels (critical SOC or normal SOC) displayed on the y-axis and the Classified 

labels (critical SOC or normal SOC) on the x-axis. 

 

 

Figure 7 : Scatter Plot for Neural Network Model 

 

The scatter plot revealed that the majority of samples were clustered around 

the diagonal line, indicating that the neural network's classifications were in 

agreement with the true labels for most of the However, there were a few 

misclassified samples that were located off the diagonal line, indicating instances 

where the Classified label did not match the true label. 
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Specifically, there were 5 samples from the normal SOC class that were 

misclassified as critical SOC, and 4 samples from the critical SOC class that were 

misclassified as normal SOC, as indicated by the confusion matrix. samples. 

 

4.4.3 ROC Graph for Neural Network Model  
 

ROC (Receiver Operating Characteristic) curve was generated to evaluate 

the performance of the neural network, using the Classified labels and true labels 

from the test dataset. 

 

 

Figure 8 : ROC Graph for Neural Network Model 

 

At various classification thresholds, the ROC curve showed the trade-off 

between the True Positive Rate (TPR) and False Positive Rate (FPR), with TPR on 

the y-axis and FPR on the x-axis. 

The ROC curve demonstrated excellent performance, with an AUC of 0.99, 

which is close to the perfect number of one. A higher AUC suggests that the model 

can distinguish between positive and negative samples more accurately.The point 

on the ROC curve where it meets the top left corner (0.03, 1.00) represents a perfect 

classification scenario where the model achieves a TPR of 1.0 (100%) while 

maintaining a low FPR of 0.03 (3%). 
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This implies that the neural network has a high True Positive Rate and a low 

False Positive Ratio for successfully categorizing the critical SOC and normal SOC 

data, this indicates indicating excellent discriminatory power. 

 

4.5 Support Vector Machine Model Classification Parameters.  

 

Table 4 : Support Vector Model Classification Parameters 

Accuracy  92.5% 

Classification Speed 28000 obs/sec 

Training time  1.7001 sec 

SVM model type Linear SVM 

Kernel function  Linear  

Kernel scale  Automatic  

Box constraint level 1 

Multi Class method One-vs-one 

AUC 0.76 

 

4.5.1 Confusion Matrix for Support Vector Machine 
 

The SVM model achieved an accuracy of 92.5% on the test dataset, which 

consisted of 450 samples (1500 - 1050) that were not used for training.The 

confusion matrix revealed that out of 869 critical SOC samples, the SVM correctly 

classified 869 samples as critical SOC, resulting in a True Positive Rate (TPR) of 

100% for critical SOC. 

 

Figure 9 : Confusion Matrix for Support Vector Machine 
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Similarly, out of 102 normal SOC samples, the SVM correctly classified 

102 samples as normal SOC, resulting in a True Negative Rate (TNR) of 100% for 

normal SOC. 

However, there were 79 samples from the normal SOC class that were 

misclassified as critical SOC, resulting in a False Positive Rate (FPR) of 79% for 

normal SOC. Importantly, there were no misclassifications of critical SOC samples 

as normal SOC, resulting in a False Negative Rate (FNR) of 0% for critical SOC. 

 

 

Figure 10 : TPR and FNR  for Support Vector Machine 

 

The SVM model achieved a perfect TPR of 100% for critical SOC samples, 

indicating that it correctly classified all critical SOC samples as critical SOC. This 

indicates a high sensitivity of the model in detecting critical SOC samples. 

However, the SVM model had a lower TPR of 56.4% for normal SOC 

samples, indicating that it correctly classified only 56.4% of normal SOC samples 

as normal SOC. This indicates a lower sensitivity of the model in detecting normal 

SOC samples compared to critical SOC samples. 

The FNR, which the percentage of samples from a particular class that were 

misclassified as the opposite class, was 43.6% for normal SOC samples and 0% for 

critical SOC samples by the SVM model. This means that the SVM model had a 

high rate of false 
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4.5.2  Scatter plot for Support Vector Machine 
 

A scatter plot was created to visualize the performance of the SVM on the 

test dataset, with the Classified labels (critical SOC or normal SOC) on the x-axis 

and the true labels on the y-axis. 

The scatter plot revealed that most of the samples were clustered around the 

diagonal line, indicating that the SVM's classifications were in agreement with the 

true labels for most of the samples. 

 

 

Figure 11 : Scatter Plot for Support Vector Machine 

However, there were some misclassified samples that were located off the 

diagonal line, indicating instances where the Classified label did not match the true 

label. Specifically, there were 79 samples from the normal SOC class that were 

misclassified as critical SOC, as indicated by the confusion matrix. 

 

4.5.3 ROC plot for Support Vector Machine 

 

Using the test dataset's true labels and Classified labels, the ROC curve was 

created to assess the SVM's performance. The ROC curve, with TPR on the y-axis 

and FPR on the x-axis, showed the trade-off between the TPR and FPR at various 

categorization levels. 
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Figure 12 : ROC curve for Support Vector Machine 

 

The ROC curve demonstrated moderate performance, with an AUC of 0.76, 

which indicates fair discriminatory ability of the model to correctly classify positive 

and negative samples. The point on the ROC curve where it meets the coordinates 

(0.44, 1.00) represents the classification threshold where the SVM achieves a TPR 

of 1.0 (100%) while maintaining an FPR of 0.44 (44%).This suggests that the SVM 

is capable of accurately classifying critical SOC samples with a high TPR, but with 

a relatively higher FPR for normal SOC samples. 

 

4.6 Bagged Trees Model Classification Parameters 
 

Table 5 : Bagged Trees Model Classification Parameters. 

Accuracy  98.4% 

Classification speed 3900 obs/sec 

Training time  4.3311 sec  

Model type Bagged trees 

Ensemble method  Bag 

Learner type  Decision tree  

Maximum number of splits  1050 

Numbers of learners  30 

AUC 1 
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4.6.1 Confusion Matrix for Bagged Trees. 
 

The Bagged Trees model achieved an accuracy of 98.4% on the test dataset, 

which consisted of 450 samples (1500 - 1050) that were not used for training. The 

confusion matrix revealed that out of 862 critical SOC samples, the Bagged Trees 

model correctly classified 862 samples as critical SOC, resulting in a True Positive 

Rate (TPR) of 100% for critical SOC. 

 

 

Figure 13 : Confusion Matrix for Bagged Trees 

 

Similarly, out of 171 normal SOC samples, the Bagged Trees model 

correctly classified 171 samples as normal SOC, resulting in a True Negative Rate 

(TNR) of 100% for normal SOC. However, there were 10 samples from the normal 

SOC class that were misclassified as critical SOC, resulting in a False Positive Rate 

(FPR) of 5.8% for normal SOC. Additionally, there were 7 samples from the critical 

SOC class that were misclassified as normal SOC, resulting in a False Negative 

Rate (FNR) of 0.8% for critical SOC. 

 

 

 

 

 

 



 44 

 

 

Figure 14 : TPR and FNR  for Bagged Trees 

 

The Bagged Trees model achieved a TPR of 99.2% for critical SOC 

samples, indicating that it correctly classified 99.2% of critical SOC samples as 

critical SOC. This indicates a high sensitivity of the model in detecting critical SOC 

samples. The Bagged Trees model also achieved a TPR of 94.5% for normal SOC 

samples, indicating that it correctly classified 94.5% of normal SOC samples as 

normal SOC. This indicates a slightly lower sensitivity of the model in detecting 

normal SOC samples compared to critical SOC samples. 

The FNR, which represents the percentage of samples from a particular class 

that were misclassified as the opposite class, was 0.8% for normal SOC samples 

and 5.5% for critical SOC samples by the Bagged Trees model. This means that the 

Bagged Trees model had a low rate of false negatives for normal SOC samples but 

a slightly higher rate for critical SOC samples. 

 

4.6.2 Scatter Plot for Bagged Trees. 
 

 

A scatter plot was created to visualize the performance of the Bagged Trees 

model on the test dataset, with the Classified labels (critical SOC or normal SOC) 

on the x-axis and the true labels on the y-axis.The scatter plot revealed that most of 

the samples were clustered around the diagonal line, indicating that the Bagged 

Trees model's classifications were in agreement with the true labels for most of the 

samples. 
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Figure 15 : Scatter Plot for Bagged Trees 

 

However, there were some misclassified samples that were located off the 

diagonal line, indicating instances where the Classified label did not match the true 

label. Specifically, there were 10 samples from the normal SOC class that were 

misclassified as critical SOC, and 7 samples from the critical SOC class that were 

misclassified as normal SOC, as indicated by the confusion matrix. 

 

4.6.3 Scatter Plot for Bagged Trees. 

 

The ROC curve was generated to evaluate the performance of the Bagged 

Trees model, using the Classified labels and true labels from the test dataset. 

 

 

Figure 16 :ROC curve for Bagged Trees 
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Using the true labels and Classified labels from the test dataset, a ROC curve 

was created to assess how well the Bagged Trees model performed. The ROC curve, 

with TPR on the y-axis and FPR on the x-axis, showed the trade-off between the 

TPR and FPR at various categorization levels. 

The ROC curve demonstrated excellent performance, with an AUC of 1.0, 

which indicates perfect discriminatory ability of the model to correctly classify 

positive and negative samples. 

The point on the ROC curve where it meets the coordinates (0.06, 0.99) 

represents the classification threshold where the Bagged Trees model achieves a 

TPR of 0.99 (99%) while maintaining a low FPR of 0.06 (6%).This suggests that 

the Bagged Trees model is capable of accurately classifying both critical SOC and 

normal SOC samples with high TPR and low FPR, as indicated by the AUC 

4.7 Comparison Table for SVM, NN and BT 

 

Models Accuracy AUC Classification 

Speed 

Training  

Time 

Activation 

Function 

Neural 

Network  

99.1% 0.99 32000 obs/sec 8.5477 

sec 

ReLU 

Bagged 

Trees  

98.4% 1 3900 obs/sec 4.3311 

sec 

Linear  

SVM 92.5% 0.76 28000 obs/sec 1.7001 

sec 

No 

activation 

function  
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CHAPTER VI 

Conclusion and Recommendations 

5. Conclusion  
 

 In this study, Artificial Neural Network (ANN) , Bagged trees and Support 

Vector Machines (SVM) are evaluated and compared by analysing their 

performance to a set of data. The model which performed well among the three 

models is Neural Network model which used three hidden layer and ReLU 

activation function. Neural Network model has shown its good performance 

compare to Bagged trees and Support Vector Machines (SVM). These models were 

used to make the Classification for the electric vehicle battery State of Charge 

(SOC). The SOC was classified as either ‘Normal SOC’ or Critical SOC’. The 

accuracy of the models in training was 99.1%, Bagged trees 98.4% and SVM 

92.5%. Whereas the accuracy of the models in testing was 77.5%, Bagged Trees 

71.6% and SVM 63.6%. The predictors used in this research were Voltage (V), 

Temperature (T), Current (A). The predictors have provided best results when they 

were given as inputs to models.  

Furthermore, the results of the models have shown that the Neural Network 

and the Bagged trees has performed well in classifying the battery health condition 

as ‘Normal SOC’ or ‘Critical SOC’. These two models have shown the high 

accuracy with Higher True Positive Rate (TPR) and lower False Negative (FNR). 

the SVM model accuracy had some limitations in detecting which also resulted in 

high False Negative Rate (FNR). The observation of the results also shows that 

AUC values and ROC curves has performed well in classifying the battery health 

condition as ‘Normal SOC’ or ‘Critical SOC’. However, the trade-off between 

specify, sensitivity and false negatives can depend on specific requirements and 

priorities of the model application.  
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5.1 Recommendations  
 

According to the three models results, it is evident that using machine 

learning to classify the State of Charge (SOC) of electric vehicles can be very 

efficient and act as solution to prevent the damages that can occur in the batteries 

for electric vehicles. The fact that, the classification is done in real time is added 

advantage as this will keep alerting the driver on any possible fault in the driver. 

Using Machine learning in Classification for SOC in electric vehicles could 

increase the safety for both drive, environment and the legacy of the car 

manufacturer. The use of machine learning in this application could help in the 

optimization of the battery and extend its lifespan. Though three machines learning 

algorithms were implemented in this research, I would suggest that the future 

research could explore more machine learning algorithms to see how also they 

perform on the battery dataset. I also propose if the predictors can be changed also 

to observe if there is any change in Classifying the battery health conditions.  
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Appendices 

 

Appendix A 
 
 
 

1. Neural Network Model Parameters 

 

Model 1: Trained 

Training Results 

Accuracy (Validation): 99.1% 

Total cost (Validation): Not applicable 

Classification speed: ~32000 obs/sec 

Training time: 8.5477 sec 

Model Type 

Preset: Medium Neural Network 

Number of fully connected layers: 3 

First layer size: 25 

Second layer size: 20 

Third layer size: 20 

Activation: ReLU 

Iteration limit: 1000 

Regularization strength (Lambda): 0 

Standardize data: Yes 

Optimizer Options 

Hyperparameter options disabled 

Feature Selection 

All features used in the model, before PCA 

PCA 

PCA disabled 

Misclassification Costs 

Not supported 
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2. Support Vector Machine Parameters   

 

Model 2: Trained 

Training Results 

Accuracy (Validation): 92.5% 

Total cost (Validation): 79 

Classification speed: ~28000 obs/sec 

Training time: 1.7001 sec 

 

 

Model Type 

Preset: Linear SVM 

Kernel function: Linear 

Kernel scale: Automatic 

Box constraint level: 1 

Multiclass method: One-vs-One 

Standardize data: true 

 

Optimizer Options 

Hyperparameter options disabled 

 

Feature Selection 

Cost matrix: default 

 

3. Bagged Trees Model Parameters 

 

Model 3: Trained 

Training Results 

Accuracy (Validation): 98.4% 

Total cost (Validation): 17 

Classification speed: ~3900 obs/sec 

Training time: 4.3311 sec 

Model Type 
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Preset: Bagged Trees 

Ensemble method: Bag 

Learner type: Decision tree 

Maximum number of splits: 1049 

Number of learners: 30 

 

Optimizer Options 

Hyperparameter options disabled 

 

Feature Selection 
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Appendix X 
 

Turnitin Similarity Report 
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