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Abstract 

MODELING AND PREDICTING CAR FOLLOWING BEHAIOR IN 

CONNECTED VEHICLES: A MACHINE LEARNING APPROACH. 

Abdinasir Mohamed YUSUF  

MA, Department of Civil Engineering, Faculty of Civil and Environmental 

Engineering, Near East University, Nicosia. 

January, 2024, 95 Pages 

 This research presents the results of a study on Modelling and Predicting Car 

Following Behavior in Connected Vehicles: A Machine Learning Approach with a 

particular focus on Gradient Boosting and Random Forest algorithms for modelling 

and predicting car-following behavior in the connected vehicles (CVs). It utilizes 

data-rich environment enriched by vehicle to vehicle. 

The methodology encompasses a comprehensive data collection from car following 

experiment involving five platoon seniors, followed by the application of machine 

learning algorithm, the performance of the models was thoroughly evaluated using 

metrics such as R-Squared, RMSE, MAE, and NSE. 

the Results shows that the models are performing well during the training phase 

with reasonably good accuracy and realistic R² values throughout the different 

vehicle platoon scenarios. Precisely, for Gradient Boosting, R² varies between 0.92 

and 0.98, where it crosses 1.0 (near-perfect scores) for Random Forest with training. 

However, a noticeable decrease in the performance is observed in test phase, 

especially with less R² values in some scenarios like 0.87 for 2nd platoon using 

Gradient Boosting pointing out of potential overfitting issues. The below study 

assesses performance of machine learning modeling car following behavior but it 

also demonstrates a need of careful validation and adjustment of such models in 

practical applications. This entails that incorporating better machine learning in the 

CVs would go a long way in enhancing traffic safety and management to help 

advance intelligent transportation systems. 

Keywords:   Connected vehicle, Machine learning, Traffic simulation; 
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CHAPTER I 

Introduction 

1.1 Background 

Connected Vehicles (CVs) and recent advances of machine learning 

technologies open new opportunities for the analysis and prediction of the car 

following behavior; one of the key parameters in modern traffic dynamics. This study 

is aimed at modeling and predicting car following behavior in connected vehicles with 

the use of machine learning techniques.  

Connected vehicles have unique advantages over the unconnected vehicles main of 

being able to share data and be interactive with other vehicles and also infrastructure. 

This ability, mainly facilitated through technologies such as Vehicle-to-Vehicle (V2V) 

and Vehicle-to-Everything (V2X), makes connected vehicles be in a position of 

accessing real-time information regarding traffic status, possible road dangers, and 

weather among others hence improving on the situational awareness and safety. 

Instead, the unconnected vehicles fully depend on the driver as well as the in-vehicle 

sensors since they cannot get any relevant information from a lot of external sources. 

This difference through connected vehicles being able to react to situations as they 

come up in a proactive manner compared to unconnected vehicles' reaction based only 

on immediate limited information. (Arvin et al., 2020). 

Machine learning can bring a new way of modeling car-following behavior in CVs by 

handling large datasets and detecting intricate patterns. This makes this technique 

different from conventional statistical models with its live adaptive learning data (Nu 

et al., 2022). The implementation of machine learning in this context is thus not merely 

academic but also a response or solution to the increasing complexity and demands of 

modern-day traffic systems, especially in urban setups. This research is highly 

significant and relevant based on global road safety and efficiency improvement 

initiatives. That is, the World Health Organization has defined road traffic accidents 

as one of the major causes of mortality in young individuals, and with CVs getting 

integrated, still there lies a scope of appreciably decreasing such incidents by getting 
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better apprehension and foresight of driver behavior principally in car-following 

circumstances (Session, 2020). 

Another vantage of this study is to explore the data-rich environment provided by CVs 

along with the analytical prowess of machine learning to come up with more accurate 

and dynamically updated car-following models. These studies are expected to make it 

possible to improve the predictability of the connected vehicle system.  

 

1.2 Problem Statement of the Study 

There is significant gap in understanding and accurately predicting car following 

behavior particularly connected vehicle, presents a substantial problem, traditional 

models for this purpose are often inadequate primarily because they fail to fully 

leverage the advanced data and connectivity features of modern vehicles. These 

traditional approaches lack the sophistication needed to accurately model the 

complexities of modern vehicle behavior especially in scenarios where vehicles are 

equipped with advanced sensors and commination. 

1.3 Aim of the Study 

The aim of this study is to evaluate the performance of machine learning in modeling 

car following behavior  

1.4 Objectives of the study 

The objective of this research are as follows 

 To apply Gradient Boosting and Random Forest Algorithms in Connected 

Vehicles 

 To Analyze and Predict the Behavior of Following Vehicles 

 To Assess the Performance of Various Vehicle Platoons 
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1.5 Significance of the Study 

This study presents a great potential to advance connected vehicle technologies using 

advanced machine learning algorithms such as Gradient Boosting and Random Forest. 

This would deepen the understating of vehicle behaviors, in particular car-following 

modelling, enhancing traffic flow and road safety by evaluating vehicle platoon 

performance. The research could impact on transport policy and urban planning giving 

data-driven understandings for the strategy of managing traffic.  

1.6 Scope of the Study 

The scope of this study's focus is wide and mostly on the application of advanced 

machine learning algorithm such as that used by Gradient Boosting and Random Forest 

to connected vehicles. The study seeks to analyze and predict car-following behavior, 

with a view of understanding how vehicles modify their movement depending on the 

actions of the leading vehicle and general traffic conditions. A major element entails 

performance evaluation of platoon to ascertain its impact to traffic flow and safety. It 

is a research that aims to improve the safety of roads and efficiency of traffic to the 

goals of the overall intelligent transportation system through existing data from the 

connected vehicles such as speed, time headway, and acceleration. 

1.7 Limitation of the Study 

the study on the Modeling and Predicting Car Following Behavior in Connected 

Vehicles: A Machine Learning Approach include the constraints in data availability 

and quality which are paramount for the effectiveness of the machine learning models. 

This may potentially affect the performance of these models. Moreover, the 

complexity of algorithms such as Gradient Boosting and Random Forest that require 

boosting and bootstrapping may incur challenges in interpretation and implementation. 

It also fails to capture the randomness of human behavior as well as environmental 

factors thereby creating a potential gap between the simulated model result and real-

life traffic conditions. The development in connected-vehicles technology and 

machine learning might therefore render the study irrelevant. 
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CHAPTER II 

Literature Review 

2.1 Foundations of Traffic Theory 

The theories of traffic flow can be seen as the bedrock of Traffic Science. They aim to 

elucidate the phenomena associated with the motion of single vehicles on a road as 

they engage with adjacent vehicles. The outcomes of these engagements are what 

define the essential traits of roads, like their potential and their ability to handle 

different degrees of traffic flow movement. 

Theories of traffic flow were some of the initial contributions to the field of Traffic 

Science, incorporating both broad-scale (macroscopic) and detailed (microscopic) 

approaches. From a macroscopic standpoint, traffic is perceived as a continuous flow 

similar to a liquid moving through a channel, which in this case is the road. From a 

microscopic standpoint, the focus is on the movements of individual vehicles and their 

interactions with one another 

A traffic flow can be defined mathematically as; 

q=uk represents a fundamental relationship in traffic flow theory, where: 

q is the flow rate of traffic on a highway lane, measured in vehicles per hour. 

u is the average speed of the traffic, expressed in kilometers per hour. 

k is the density of traffic, quantified in vehicles per kilometer. 

Essentially, there are two primary methods for measuring traffic quantities. The first 

method involves observations at two or more stationary points along a road, where 

data on flow and speed are collected at the moments when traffic events happen at 

each point. Here, an event is defined as the arrival of a part of a vehicle, such as the 

front, at these observation points. The second method entails making observations at 

two or more different moments in time (Greenberg, 1959). 
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2.1.1 Background Information of Traffic Theory 

The primary focus of the transportation sector is to facilitate the movement of people 

and goods in a manner that is efficient, safe, and environmentally friendly. 

Transportation engineers are involved in several key stages of a transportation facility's 

lifecycle, which include planning, design, construction, operation, and maintenance 

(Sherali, 2014). 

The area of traffic flow theory is defined by attempts to define the correlations that 

exist amongst the three main variable of traffic current, velocity (v), density (ρ), and j. 

Only two of these variables are independent as they are related by j=ρv. Possible units 

for these variables can be [v]=km/h, [ρ]=vehicles/km, therefore [j]=vehicles/h. 

The study of the traffic flow dynamics can be thought of as studying individual 

vehicular movement but within some broad and frequently repeating details which 

span many vehicles. As it provides analysis of the interactions between individual 

vehicles on the road, car-following models are the basis of this area. These models are 

testing to find out how drivers adapt their speeds and positions towards the surrounding 

vehicles. It gives insight into factors influencing traffic flow which includes driver 

behavior and road and traffic. The development of macroscopic traffic flow models 

such as the Lighthill-Whitham-Richards (LWR) model that describes and predicts the 

characteristics associated with traffic has used car-following models. But the LWR 

model doesn't capture stochastic variabilities in traffic flow (Fan et al., 2023). 

Additionally, there are complexities in traffic flow within interconnected systems like 

urban grid networks as demonstrated by (Daganzo, 2007) which highlights strategies 

for reducing urban gridlock. This complicates human factors that also need to be 

considered, with (Hoogendoorn & Bovy, 2001) hence emphasizing the critical position 

of drivers as the topmost element in the general traffic system. With the growth of 

technology today, autonomous vehicles are being developed with potential impacts on 

traffic dynamics within cities something that is predicted to (Shladover, 2018) affect 

or restructure our conventional understanding of traffic streams. Traffic congestion is 

a characteristic of large cities and major highway systems inflicting a large cost in 

terms of lost time, uncertainty, and aggravation to the movement of passengers and 

freight (de Palma & Lindsey, 2011).One of the primary challenges that are facing 
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drivers and users of roads is traffic congestion, It has some detrimental effects on 

issues of security, physical and psychological health and as well as economics 

occasioned due to an rise in the quantity of available vehicles on roads, poor driving 

behavior, and inadequate infrastructures (Boluma Mangata et al., 2022). 

Traffic congestion indicates the condition when there is more traffic demand than what 

the road system can accommodate (Aftabuzzaman, 2007), Roadway capacity 

represents a feature of road section that quantifies its aptitude in accommodating traffic 

flow within a certain span of time often expressed as the number of vehicles able to 

pass through the given section within an hour. 

Such an important concept in transportation planning and design as it helps in 

establishing the performance and efficiency of roads. Determining road capacity is 

made through putting into consideration a number of factors such as geometric 

conditions of the road, environmental conditions, and traffic volume among others. 

The capacity value represents a maximum sustainable flow rate for given conditions 

and it's used for making road modifications and further improvement (Minkin & 

Whiting, 2018). The enormous traffic congestion on the roadway arises due to an 

increasing population and motorized vehicles. 

Traffic congestion primarily stems from the growing population and increasing 

number of vehicles, as rural residents migrate to urban areas in search of improved 

prospects. The insufficiency of road infrastructure and the prevalence of narrow city 

streets are key factors leading to traffic jams. Additionally, poor public transportation 

systems, limited development in road infrastructure, and the rising reliance on private 

vehicles further exacerbate traffic congestion (Shah, 2020). Traffic congestion is 

categorized into two types: recurring and non-recurring. Recurring congestion 

typically results from capacity issues and behavioral factors, while non-recurring 

congestion arises from unexpected events like accidents, construction work, or 

emergencies. Although their causes differ, both types of congestion lead to similar 

outcomes, traffic congestion is defined as a condition in traffic where speeds are 

reduced, travel times are prolonged, and vehicles are more likely to form queues 

(Kumar et al., 2021). Congestion is a significant issue in many countries, impacting 

not only people's daily lives but also increasingly contributing to environmental 

pollution (Samal et al., 2020). 
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the impact of movement restriction policies like driving restrictions and setting up of 

low emission zones have varying impacts reduction in pollution emanating from traffic 

congestion. 

(S. Jia et al., 2021) argue that such policies can effectively deal with traffic congestion 

and emission constriction in the short run, however, their long-term effectiveness is 

discussed. 

Furthermore, the air quality effects of these policies are dependent on types and 

locations of pollution in space, further driving restrictions might unintentionally switch 

consumers' consumption decisions that might result in lower brick and mortar 

spending inside the regulated areas, also important is to take into consideration 

unintended results of such policies that include traffic diversion to other routes - driver 

adaptation through purchasing extra vehicles (Ren et al., 2018). 

The COVID-19 pandemic outbreaks significantly improved air quality globally and 

led to a marked decrease in traffic, resulting in reduced traffic delays, energy use, and 

emissions (Du et al., 2020). Almost every country reported a decline in air pollution 

due to lockdown measures (Dantas et al., 2020), with particulate matter PM2.5 and 

PM10 concentrations dropping by 30% and 25%, respectively (Radoni & Davidovi, 

2023). This period also saw a notable reduction in air pollutants and a substantial 

improvement in air quality during the lockdowns caused by COVID-19 (Addas, 2021). 

On the other hand, (Bigazzi et al., 2015) further postulated with relation to traffic 

density that it is only through an increase in tail gas concentration expositional 

intensity and driver delay expositional time that traffic congestion increases total 

amount of traffic pollutants mainly worsen air pollution. 

(Fox et al., 2018) showed that traffic congestion increases as the population of urban 

growth increases; however, this increase in private cars enhanced air pollution in the 

city of Yangon from Myanmar. 

(Rajé et al., 2018) noted that the extensive use of motor vehicles resulted in more 

frequent and intense traffic jams, correlating with rapid urbanization in Nairobi, 

Kenya, and consequently leading to heightened air pollution. In their study, (Xie et al., 

2018) utilized an improved STIRPAT (Stochastic Impacts by Regression on 
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Population, Affluence, and Technology) model to investigate the effect of traffic 

density on haze in urban areas of different sizes. 

Both in the secondary and ground levels it can be observed that traffic density does 

not have a notable effect on haze in large- and medium-sized cities, but it may 

influence the air quality in small cities Traffic Congestion Urban accessibility affects 

mobility. 

Traffic congestion affects performance to the organization and the travel time and fuel 

cost of the employees trying to ferry goods and services. Traffic congestion is the 

problem from which urban areas present such negative effects as delay in time, waste 

of energy, air pollution, and increase in transportation costs Besides, it influences 

everyday existence of people and causes an increase in tension wave and wasted time 

Traffic density is one of the most used congestion indicators, on the given section 

length of a roadway, reflecting the number of vehicles. 

Several factors can be considered to assess traffic congestion, including the level of 

service, roadway congestion index, and the lane-kilometer duration index, which are 

measures of travel time reliability (Samal et al., 2020). 

2.1.2 Traffic Flow Analysis 

The traffic stream is then considered as a continuous fluid with the derived 

relationships between speed, density, and flow using fluid dynamic principles to 

produce a general model of traffic follow, the rapid advancement in vehicle design has 

led to traffic volumes that often exceed the capacities of national highways. The 

increasing traffic emphasizes the importance of comprehending traffic flow dynamics 

and formulating a mathematical representation of this phenomenon. This is especially 

vital during times of extremely high traffic when roads are at full capacity. While many 

traffic flow theories rely on statistical analysis, (Horňák & Přikryl, 2015) carried out 

experimental studies by recording actual traffic flows (vehicles per hour) and the 

speeds of the vehicles. They plotted speed against density (vehicles per kilometer), 

focusing specifically on single-lane traffic scenarios. 

 Traffic flow can be studied using different approaches, including fluid dynamics and 

other methods. For instance, according to (Hou, 2021) the fluid dynamics approach 
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formulates continuity equations and differential analysis on traffic flow parameters 

with a view of modeling the motion of road traffic (Setiawan et al., 2016), also take a 

classic fluid dynamics approach and pay particular attention to the Lighthill-Whitham-

Richards (LWR) model in an endeavor to simulate traffic flow in a single road, they 

describe traffic flow in terms of density and average speed of vehicles using the finite 

volume method for numerical approximation (Catalin et al., 2022), come up with a 

Bond Graph approach to model traffic flow considering vehicle density and velocity 

as independent variables quickly point out that traffic flow theory has evolved over 

time with many mathematical and empirical models available for traffic forecasting 

and designing traffic control frameworks, (Sean et al., 2017) developed a macroscopic 

heterogeneous purely car-following multi-class traffic flow model considering the 

interactions of the several classes of vehicles. 

2.1.3 Traffic flow patterns 

Determining traffic flow patterns is essential in the realm of traffic monitoring and 

management. This involves delving into the complex relationships between various 

elements such as the characteristics of vehicles, the design of roads, driver behavior, 

and strategies for managing traffic. This crucial aspect of highway traffic surveillance 

and control has attracted considerable interest over the last thirty years, emphasizing 

its role as a fundamental component in the effective management and control of traffic. 

While numerous studies on modeling traffic flow performance are available, only a 

select few go beyond theoretical approaches and are driven by a strong purpose to 

address real-world challenges (Celikoglu, 2013). These studies include methods that 

systematically observe and analyze traffic flow patterns, considering both spatial and 

temporal variables. There is the application of spatial-temporal information and traffic 

pattern similarity method for capturing on time-space dependences in traffic prediction 

models  (L. Yang et al., 2021) Another way uses traffic data tensor-based data 

representation and tensor robust principal component analysis for detecting normal 

and abnormal flow in large urban networks, a matching method for the flow sequence 

pattern based on influence factor analysis can use the pattern to match the flow of 

series and judge the similarity of them, network traffic which is also can be reduced 

by aggregating packets for a flow and carrying out latency and throughput analysis for 

difference flows with a flow exporter and flow analyzer agents, flow level analysis of 
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network traffic that is also can be reduced by aggregating packets for a flow and 

carrying out latency and throughput analysis for flows with flow exporter and flow 

analyzer agents, vision of computer executes out the flow analysis through and 

measures variables need engineers of traffic flow (Lykov & Asakura, 2018). 

2.1.4 Congestion and bottlenecks 

almost all the modern metropolis cities have suffered congestion as a serious problem 

towards increased usage of vehicular transportation, urbanization, and population 

increase 

Traffic bottlenecks are identified as a major factor in congestion, accounting for 

approximately 40% of traffic jams (Yue et al., 2022). This underscores the importance 

of pinpointing traffic bottlenecks to understand and address congestion causes. 

Addressing these bottlenecks can provide effective and cost-efficient solutions for 

traffic improvements. Strategies go beyond just expanding road capacity at bottleneck 

points; Additionally, they incorporate sophisticated techniques such as controlling 

traffic lights and rerouting vehicles to reduce congestion in these key areas (Urban et 

al., 2018). Although a significant portion of existing research has been centered on 

pinpointing bottlenecks on freeways (Kerner, 2007), there is a growing consideration 

for bottleneck identification in the context of urban road networks. the problem has 

been quite challenging. Millisecond with urban network existence, the road topology 

is more intricate. Therefore, it results in difficulty for estimation not only of the vehicle 

travel pattern but also the pattern of congestion propagation. Urban roadways have 

much more traffic equally to that in expressway compared to the second one so more 

unexpected traffic condition exists in road networks. Third, the traffic signal and social 

activities have other factors that impact more significantly for the urban roadways than 

the freeways. Lately, bottleneck identification in the urban area received a lot of 

attention (Ma et al., 2016). 

 

 

 

 

 



11 
 

 
 

2.1.5 Recent identification methods to traffic flow patterns: 

a. License Plate Recognition (LPR): LPR is based on optical character 

recognition which identifies and recognizes license plates in images or video 

feed. It is mainly used in monitoring and management of the traffic due to its 

ability to indicate movement of vehicles within a region by identifying their 

license numbers. 

b. Object Recognition through Machine Learning: Recent developments in 

machine learning using deep learning techniques, in particular, have made 

feasible the development of high accuracy object recognition systems. It 

requires drawing of approaches to detect and recognize such vehicles, persons, 

or any other things from images, making real-time situations easier for the 

traffic understanding purpose. 

c. Connected Vehicle and IoT: The entry of connected vehicles and Internet of 

Things makes it possible to extract real-time data out of vehicles. Such data 

stuff would comprise of location, speed, acceleration kinds of information that 

could enable completion of analysis related to traffic patterning and 

enhancement of traffic management. 

d. Mobile Apps and GPS Data: Many people have navigation apps in their 

mobile phones where the application captures GPS data as he uses it. 

Aggregated and anonymized GPS data from this kind of application could 

answer various traffic pattern questions for various authorities and transport 

agencies when need be. 

e. Video Analytics: More complex video analytic system based on computer 

vision pay attention to the video content from traffic cameras. This is a type 

of video analytic system designed for detection and tracking of cars, 

pedestrians, and other objects, which supply data to the departments 

responsible for traffic management. 

f. Blockchain for Traffic Management: The technology can offer enhanced 

traffic data security and reliability by applying blockchain within transport-

service firms. It could be used to build a decentralized as well as tamper-proof 

structure for logging every transaction associated with traffic, guaranteeing 

the integrity of mined data in traffic analysis. 
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These identification methods illuminate traffic flow patterns by providing real-time 

data of vehicle movement, congestion, and other relevant issues. By incorporating 

these technologies, improvement can be realized in traffic management techniques that 

further widens to intelligent transport systems development. 

2.2 Traffic Simulation Frameworks 

Macroscopic models solicit the traffic flow as an integral, while microscopic models 

that focus on the dynamics between individual vehicles and their interaction while 

mesoscopic models are situated in between these approaches. A microscopic model of 

traffic flow seeks to understand the movement of traffic by simulating interactions 

between driver and as well as between a driver and the road whereby the driver 

interacts with the other drivers as well as interacting with various features on the road. 

Traffic simulation is thus an accomplished method employed towards the study of 

traffic systems, therefore playing a central role in modelling the functions of dynamic 

traffic networks. Traffic simulation has thus been tremendously popular in the dynamic 

modelling of operations in a traffic system. With the use of traffic simulation, ideally, 

three main types of the traffic simulation models. 

2.2.1 Microscopic traffic simulation modelling 

Microscopic traffic simulation models are highly effective exactly in reproducing the 

real traffic conditions over the road network created virtually in the computers. These 

models add special significance while evaluating the impacts of Real-Time 

Information (RTI) systems. RTI systems render up to the minute information about 

traffic conditions, road works, accidents and all other relevant data. According to the 

above, these microscopic simulators have been custom-made to better emulate the field 

traffic and this makes them most suitable for studying the impacts of mixed traffic 

conditions with automation and treading driving vehicles. Undoubtedly high among 

these elements will be the importance of the precision with which the models can 

replicate traffic situations, since accurate impacts measurement like those of RTI 

systems can greatly affect vehicle dynamics and driver’s behaviors. The two most 

important key factors in determining success in simulations are: 
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Delineation to details of road geometric network including details of all traffic 

facilities that are associated with the road such as lights, detectors, Variable Message 

Signs (VMS) panels among others. 

Comprehensive depiction of traffic characteristics faithful to the actual motion of 

individual vehicles. 

This means that microscopic traffic simulation models are considered better evaluation 

tools for the effects of RTI systems on the behavior of traffic. 

Microsimulation models are characterized by which can easily identify the vehicle 

types as well as imitating what the driver does. The models are very effective in 

reproducing traffic systems which allow analysis of flexible traffic situations. These 

models provide complete datasets in developing traffic control and management plans 

by capturing the dynamics of the traffic by focusing on the behavior of individual 

vehicles and how they interact with other vehicles and with road infrastructure. 

These models work through use of particular rules of behavior that direct the way a 

vehicle slow down, speeds up and switch lanes. These rules are representative of which 

way, and at what time a vehicle would switch the lanes to reach its destination by first 

selecting the lane to be used. The interactions can be broadly categorized into the 

following types of interaction dynamics the vehicle portrays: Vehicle pursuit models, 

used for changing lanes while maneuvering and keeping the predestined travel path 

upon alteration intact, and models that select paths for traveling: 

Vehicle Pursuit Model: This model uses how the car justifies its speed and the distance 

of the car equally from one that is in front of it via direct. different factors which 

include the road conditions and also that time's legal speed limit. 

 Model for Changing Lanes: This model explores the decision-making process of a 

driver to change lane regarding personal driving style for the situational features that 

in comparison to the speed of vehicles around him/her and there is enough space if he 

switches lanes. 

 Model on travel path selection: examines the method that drivers use in choosing the 

travel paths from the starting point to the destination, whether they adopt to either 

traffic jams or any other information about the route while on board. 
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Some of the simulation models with detailed and accurate frameworks include 

VISSIM (Khashayarfard & Nassiri, 2021), AIMSUN/2, MITSIMLab (Mutabazi, 

1987) and CORSIM (Mutabazi, 1987) among others. The paper identifies accuracy 

and high level of detail (of the traffic behavior) as the hallmarks of the models. 

2.2.2 Macroscopic simulation modelling 

The macroscopic model is a mathematical structure that defines the interrelationships 

between primary traffic characteristics such as density, flow, and average velocity of 

a traffic stream (Francesco & Rosini, 2015).  

Macroscopic Models: 

LWR Model: The Light hill-Whitham-Richards (LWR) model represents a type of 

hyperbolic conservation law where the solution, typically reflecting the macroscopic 

density, demonstrates the average spatial distribution of vehicles (Levi-civita & Pura, 

2022). 

Microscopic Models:  

The General Motors (GM) model, initially presented by Chandler and colleagues in 

1958, stands as one of the most recognized stimulus-response models. Within this 

model, the stimulus is identified as the relative speed of vehicles, implying that each 

vehicle tends to maintain a velocity akin to the one ahead of it (Li & Sun, 2012). 

Macroscopic models generally require less computational effort as they deal with 

aggregated traffic information. Microscopic models, on the other hand, provide more 

detailed information in such a way that it is even possible to analyze specific 

interaction or. More clearly or describe particular situations much more 

demonstratively. While macroscopic models emphasize mostly about the general 

behavior of traffic streams - by which they are largely just aggregates of individual 

vehicles - microscopic models focus on the interaction among the individual vehicles 

(Khan & Gulliver, 2018). Dynamic models have been developed to model the variation 

of the character of traffic flows in time. (Lighthill & Whitham, 1955) and (Logghe & 

Immers, 2008)presented LWR model as a macroscopic dynamic model. To date, the 
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LWR model is one of the most prevalently used in the traffic modeling can be 

differentiated by three primary variables: 

1. Flow (q): The frequency at which vehicles cross a specific point. 

2. Density (k): The number of vehicles per unit length of the road. 

2.2.3 Mesoscopic Traffic Simulation Modelling 

Mesoscopic traffic simulation models act as a missing link between the broad view 

macroscopic models and detailed microscopic models, offering an all-round 

perspective of traffic elements with more detail in sight. One of the approaches is the 

organization of the vehicles into groups or "packets" that move jointly along the road 

network behaving as a unit. Doing so, the speed of this unity on each road results from 

a specific function of speed-density and density of vehicles on that road. Density here 

is the ratios vehicles to road length. In case a road shows high density, meaning heavy 

congestion than the speed-density function decreases the vehicles' speed where the 

opposite happens for low density. On the other hand, mesoscopic models do not go to 

individual details of lane change or acceleration/deceleration, unlike microscopic 

models. Another mesoscopic paradigm arranging individual vehicles into "cells," 

controlling their behavior as they traverse the road network; allowing entry and exit 

but preventing overtaking. These models provide a more refined abstraction of traffic 

patterns, still at a high level of abstraction, regarding the movement of single vehicles 

(Adapted from "Traffic Simulation Models: System instance dictates vehicles' speed 

and not individually drivers' acceleration choices DYNAMIT (Atasoy & Akkinepally, 

2019).  

(Traoré et al., 2020) argued that the road is conceptualized into double separate 

mechanisms: the queuing section and the running section.  Some considerable dynamic 

traffic theory supports the argument that each lane has got the possibility to be modeled 

independently but they are, however, often lumped together. Although the cars are 

adopted as individual entities represented over the screen following their performances 

but this simulation is not followed in detail. Vehicles traverse the operational segments 

of the roadways at a velocity determined by a macroscopic speed bump function 

integrated into the model. At the endpoint, a queue-server mechanism assists in 

directing vehicles onto connecting roads. 
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2.3 Traffic Flow Model 

Traffic flow models, which have been developing since the early 20th century, are a 

part of the broader historical evolution of mathematical modeling of various systems. 

These models, used by scientists and engineers, serve as simplified representations of 

the real world. They have applications in diverse fields, from forecasting weather and 

understanding chemical reactions to studying material behavior, human behavior, fluid 

dynamics, and, notably, traffic flow ((Brackstone & Mcdonald, 2000). 

The process of traffic flow modeling is essentially inductive: it starts with a theory 

about individual driver and vehicle behavior or general traffic flow, which is based on 

observed traffic patterns. This theory is then used to construct a model, which is 

subsequently discretized for use in simulations (Taylor & Castillo, 2012). Gathering 

data is the foundational step in traffic flow modeling and involves various techniques 

like loop detectors, cameras, GPS units, and driving simulators. These collected data 

inform the construction of a theoretical structure, encompassing qualitative narratives 

and assumptions about driver behavior, such as the dependence of speed on the 

perceived distance to the car ahead and interactions between leading and following 

vehicles. 

The evolution of these models culminates in the formulation of traffic flow equations 

and principles, typically depicted via the fundamental diagram or the car-following 

model. For computational simulation, converting continuous models into discrete 

forms is essential, often by segmenting time and occasionally space as well. Numerical 

techniques are then applied to simulate a discrete version of the traffic flow, integrating 

these traffic conditions into a simulation program. This program employs real-time 

traffic sensor data for estimating and predicting traffic conditions, and the models are 

validated by comparing their outputs to real-world observations. 

Car traffic models have various applications, including: 

 Estimating current conditions and providing short-term forecasts for travelers. 

 Implementing short-term traffic control based on current assessments and 

future predictions. 

 Providing guidance for (semi-)autonomous vehicles. 
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 Long-term evaluation of infrastructure projects, like changes to the 

transportation network. 

 Assessing traffic's effect on safety and environmental emissions. 

 Creating strategies for emergency evacuations. 

2.3.1 Background Information on Car-Following Models 

 The car-following model is a simple theoretical framework of traffic research meant 

to decipher the behavior of a following vehicle along streets and highways. 

Particularly, it focuses on their through the reactions of a driver concerning the vehicle 

at the front within the same lane. It's premised upon the fact that if a vehicle finds itself 

constrained by some leading vehicle such that continuing to maintain its current speed 

would lead it to collide in one way or another, then such a model describes the behavior 

of a vehicle under this situation. This behavior often is guided by principles of safe 

driving and traffic regulations, stating this being a crucial necessity to maintain a 

sufficiently safe distance which would prevent such accidents. A vehicle is considered 

to have freedom of motion if it does not necessarily have another vehicle as a constraint 

and hence can make maneuvers at the desired velocity. Car-following has been 

considered quite important in traffic safety and constant research is being taken to 

improve or further refine the model (Y. Jia et al., 2021). The term car-following was 

first originated back in early 1950s, while the concept was first presented by (Pipes, 

1953). It refers to how a vehicle maintains its lane while following the vehicles in front 

of it. 

The longitudinal movement of vehicles within a lane is a fundamental element of 

traffic flow theory, where modeling car-following behavior is crucial (Han, Wang, et 

al., 2022). Over nearly 70 years, research into car-following behavior has evolved to 

encompass various models based on different theories and perspectives (Han, Shi, et 

al., 2022). 

a. Driving Behavior 

Driving behavior models are designed to accurately forecast the movement of 

individual vehicles, providing highly detailed insights that are crucial for various 

systems. 
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Driver behavior encompasses both the deliberate and unintentional actions and traits 

exhibited by a person while driving a vehicle. A multitude of factors can influence a 

driver's behavior, including age, driving experience, gender, personal attitudes, 

emotional state, fatigue, drowsiness, and the prevailing driving conditions. Both 

internal and external factors have the potential to vary the same driver's risk assessment 

and decision-making capabilities across different situations. Generally, driver 

behaviors are categorized along a spectrum that ranges from normal to risky and 

aggressive. 

b. Acceleration behavior 

Acceleration behavior is the manner in which a driver of a vehicle adjusts its speed in 

accordance with this of the leading vehicle 

 

1. The acceleration is a strictly decreasing function of the speed. There is also 

the limiting behaviour that if it were not other vehicles or obstacles 

constraining it, the vehicle would accelerate towards a desired speed vo 

∂𝑎mic(𝑠,𝑣,𝑣𝑙)

∂𝑣
< 0, 𝑙𝑖𝑚

𝑠→∞
 𝑎mic(𝑠, 𝑣0, 𝑣𝑙) = 0                                                         Eq 1. 

2. The In-traffic modeling, acceleration is represented as a non-decreasing 

function of the distances to neighboring vehicles. This representation implies 

equality when other vehicles or obstacles (including "virtual" obstacles like a 

stop line at a red traffic light) fall outside the interaction range and therefore 

do not influence driving behavior. This scenario is referred to as free-flow 

acceleration (Sun et al., 2023). 

The mathematical expression for free-flow acceleration is given by: 

𝑎free (𝑣) = 𝑙𝑖𝑚
𝑠→∞

 𝑎mic (𝑠, 𝑣, 𝑣𝑙) =≥ 𝑎mic(𝑠, 𝑣, 𝑣𝑙)                                                  Eq 2. 

The response time in car-following situations is characterized by a lag time, which is 

the duration it takes for the following driver to respond to changes in the leading 

driver's behavior. This driver reaction time in car-following scenarios can be defined 

during acceleration and deceleration maneuvers. When engaging in 

acceleration/deceleration maneuvers, the car-following driver is either speeding up or 



19 
 

 
 

slowing down to maintain a desired speed under the given kinematic conditions 

(Mehmood & Easa, 2017). 

c. The desired speed 

 The "Desired speed" is defined as the maximum speed a following driver would opt 

for, given certain kinematic circumstances. Factors such as speed limits, weather 

conditions, and visibility can also influence this speed. In the context of car-following, 

a driver modulates their speed by either accelerating (pressing the gas pedal) or 

braking, particularly when the vehicle ahead is braking, indicated by its activated brake 

lights. The term "acceleration or deceleration reaction time" (ADRT) is used to 

describe the scenario where the driver's speed adjustment is achieved purely through 

acceleration, without the use of brakes (Mehmood & Easa, 2017). 

d. Driver Heterogeneity 

The car-following patterns of different drivers can vary even in identical conditions, a 

concept known as "external heterogeneity." Conversely, the same driver may exhibit 

varying car-following behaviors in the same circumstances at different periods, a 

phenomenon referred to as "internal heterogeneity." 

c. External Heterogeneity 

"External heterogeneity" refers to the variance in car-following behaviors among 

different drivers. This diversity in driving styles impacts not just the immediate 

behavior of vehicles (micro level) but also plays a key role in the nonlinear dynamics 

of overall traffic flow (macro level), as noted by (Kerner & Klenov, 2004). This 

variation in drivers' behavior manifests not only in reaction time delays but also across 

various characteristics. Analyzing the car-following patterns of each individual driver 

is complex, but certain patterns can be identified. To facilitate this analysis, some 

researchers, like (Constantinescu et al., 2010), categorized drivers into several groups, 

allowing for a more structured study of the external heterogeneity among these 

different driver types. 
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d. Internal Heterogeneity 

The car-following behavior of an individual driver can vary under different 

circumstances or even in the same situation, influenced by psychological or physical 

factors. This variation is termed "internal heterogeneity," as described by (Hamdar, 

2008). In their work, (Zhu & Dai, 2008) presented two delay factors and extended on 

the Newell model. 

2.4 Model Components and Variability 

Understanding car dynamics is hence major component of the car following models. 

This takes into account key factors such as the velocity of the vehicle, and ability of 

accelerating and decelerating. These mathematical models can be either simple and 

complex (i.e., linear and non-linear) equations to capture such intricacies in vehicular 

movement (Chu et al., 2003),This variability often emanates from the differences in 

driving styles. Drivers have their preferred following distances and speeds based on 

each one individual's driving habit. A broad spectrum of driving behaviors results from 

drivers' aggressive styles and others which place emphasis on safety. 

2.4.1 Model Calibration 

Calibration is needed for the car-following models, so as to obtain a set of parameters 

that minimize variations between truck-trajectories which are simulated and real. The 

choice of inputs among the model inputs specifically, the number of vehicles and the 

percentage mix of heavy vehicles, is needed to assure satisfactory traffic simulation. 

Such data on vehicle specifics and driver behavior are to a great extent difficult to be 

acquired from real observations. In this respect, the users of simulation models have 

to carefully calibrate their inputs regarding driving behavior and vehicle specifics in 

conformity with some absolute metrics. This entire process is termed "Calibration," as 

defined by (Dawson, 2019).Adaptive Cruise Control (ACC) is one of the technologies 

used to help in maintaining distance with leading vehicles and applying the speed limit 

through automatic regulation of the car's speed with reduced driver input (Rajamani & 

Zhu, 2002).In modeling the car-following behavior of vehicles equipped with ACC, 

calibration is crucial. This particular control law within the vehicle controller for ACC 

is often unknown hence the need to develop a model that mimics the traffic-level 
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behavior of the ACC vehicle based on obtainable inputs and outputs. He did not mean 

to say that this approach aimed at reverse engineering the actual ACC real controller. 

He implied that the objective of model calibration is the identification of some key 

parameters which could best mimic the observed vehicle trajectories, as described by 

(Milanés & Shladover, 2014). 

2.4.2 Traffic Parameters (e.g., lane discipline, speed limits) 

Key elements such as lane discipline play a significant role in shaping the dynamics 

of road traffic systems. Lane discipline, in particular, implies the extent drivers do not 

deviate from the assigned lanes, that all is a vital issue both as a traffic safety as for an 

efficient flow. Several studies have featured the role that proper lane discipline takes 

in cutting down accidents and enhancing flow of traffic including by flow (Delpiano 

et al., 2020).Proper lane discipline comes highly because there are high levels of a 

Variable Speed Limit (VSL) system due to highway management. VSL systems 

require drivers adapt speed to evolving traffic situations like work zones, reduced 

visibility, wet roadways or queue formation. These systems usually display 

progressively decreasing speed limits in advance of a developing bottleneck and help 

manage the flow of traffic. They also serve the reminder job of alerting drivers to adjust 

their speed in view of unfavorable weather, wet roads or darkness (Lin et al., 2004). 

2.5 Advanced Features in Car Following Models 

Car-following models have advanced to incorporate dynamic characteristics beyond 

simple implementations of vehicle following algorithms. More advanced features, 

prevalent amongst contemporary vehicles and automated driver assistance systems 

(ADAS), are helping in boosting driving safety, as well as its efficiency as well as its 

comfort features (Shladover et al., 2012). These advanced features broadly fall into 

ADAS and automated features. For example, these ADAS features would include 

systems like Blind Spot Warning (BSW), Lane Departure Warning (LDW), Over 

Speed Warning (OSW), and Forward Collision Warning (FCW). On the other side, 

automatic features include technologies like Automated Cruise Control (ACC), 

Cooperative ACC (CACC), Lane Keep Assist (LKA) as well as Automated 

Emergency Braking (AEB). ACC and LKA, commonly known as active lane keeping, 

are common in Level 1 and Level 2 connected and automated vehicles. ACC keeps 



22 
 

 
 

predetermined speed and distance from the preceding car, adjust speed if necessary, 

can stop completely if necessary as well. LKA partly controls steering helping to keep 

the automobile in its lane. The addition of advanced features, such as ACC and CACC, 

to vehicles greatly enhances traffic flow, boosts stability behavior, and influences road 

capacity (Arnaout & Arnaout, 2014). However, overall the impact of these features all 

depends on the percentage of the vehicles having such features on the composition of 

the aggregate traffic (Shladover et al., 2012). 

2.5.1 Robustness 

The effectiveness of these models lies in their ability to sustain desired performance 

in diverse conditions and uncertainties. These models are utilized to simulate how 

vehicles adjust their speed and position in relation to the car ahead (Wu et al., 2020). 

(Aslani et al., 2018) initially explored the resilience of different Reinforcement 

Learning (RL) algorithms against system disruptions in multi-intersection 

environments. It was noted that value-based reinforcement learning algorithms exhibit 

a lack of robustness in the presence of disturbances. Nevertheless, during an extended 

period of training, policy-based reinforcement learning algorithms demonstrated 

superior proficiency in handling these disruptions. It is noteworthy that in these works, 

tile coding was employed as approximation technique of the value-function thus 

raising concerns on accuracy and its implications on stability characteristics of 

Reinforcement Learning (RL)-based control algorithms. (Rodrigues & Azevedo, 

2019) came up with the RL-based controller for the management of one traffic 

intersection. This was tested for effectiveness under various conditions, using different 

levels of traffic demand and with sensor malfunctioning. Therefore, their study 

established that mostly improved performances of the RL algorithm came with 

changing the sequence of phases of traffic lights. Also, they emphasized to include as 

part of offline training process a more complete set of data in terms of traffic state. 

This is to ensure the development of a more reliable and effective RL-based algorithm 

for traffic signal control. 
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2.5.2 Adaptive Cruise Control ACC 

This system is engineered to aid vehicles in keeping a safe distance from the car ahead 

and adhering to speed limits. It automatically regulates a vehicle's speed, reducing the 

need for driver intervention (Rajamani & Zhu, 2002). 

ACC operates using sensory technologies like cameras, lasers, and radar installed in 

vehicles. These technologies gauge the proximity of one car to another or to different 

objects on the road, laying the groundwork for future advancements in car intelligence. 

These sensory tools enable the vehicle to detect potential forward collisions and alert 

the driver. In such instances, red lights flash and a "brake now!" alert may appear on 

the dashboard, accompanied by an audible warning. 

Currently, various car manufacturers are developing adaptive cruise control (ACC) 

systems. These systems will augment traditional cruise control by adding the 

functionality to maintain a specific distance from the car ahead detected in the same 

lane (Martin, 1993). These ACC systems are designed to be "autonomous," relying 

solely on on-board sensors, such as radar for distance and speed measurements, to 

maintain the desired spacing. 

2.5.3 Advantages of adaptive cruise control 

(Rajamani & Zhu, 2002) highlights several benefits of adaptive cruise control, such as 

enhanced road safety. Cars equipped with this technology maintain appropriate 

distances from other vehicles, which helps in avoiding accidents caused by obstructed 

views or tailgating. Additionally, ACC contributes to smoother traffic flow due to its 

ability to be spatially aware. For drivers, this means less concern about speed control, 

allowing more attention to be paid to the surrounding environment. 

2.5.4 Sensitivity analysis in traffic Simulation 

Sensitivity analysis is crucial in scientific modeling, yet it's sparsely represented in 

traffic modeling literature. This analysis typically follows two distinct methodologies: 

 One-at-a-Time (OAT): This approach evaluates the impact of individual 

model inputs (parameters) on model outputs by varying one parameter at a time 

while keeping others constant. However, OAT has two main limitations. First, 

https://mycardoeswhat.org/safety-features/adaptive-cruise-control/
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it fails to capture the interactive effects between parameters, making it only 

reliable for purely additive models, which is rarely the case with traffic models. 

Second, OAT is a local method, focusing only on the vicinity of a specific point 

and not providing insights into the broader input space. The VISSIM model's 

application in studies by(Lownes & Machemehl, 2006) (Mathew & 

Radhakrishnan, 2010). utilized this approach. 

 

 Analysis of Variance (ANOVA) based on Design of Experiment (DoE): This 

method seeks to determine the contribution of each parameter and their 

combinations to the variance in the model output. Models are tested across 

various parameter combinations derived from a DoE. This technique was 

employed in traffic simulation models as noted in studies by (Bartin et al., 

2005) (Punzo, 2016). However, ANOVA's major drawback is its inefficient 

exploration of the model inputs' space, which can lead to misleading results. 

Elementary impact methods proved to be a brilliant alternative to the One-at-a-Time 

(OAT) method. Elementary impact and all its modification methods provide the 

genuine estimation of total order sensitivities without the necessity for further model 

evaluation and the necessity to rearrange the experimental setup, as it was questioned 

by (Campolongo et al., 2011). In the traffic simulation field, this method has been 

notoriously used in a particular case by (Ge et al., 2014). this method is even more 

interesting for models needing high computer power were other methods can appear 

impossible to achieve.  

2.5.5 Traffic Hysteresis 

Traffic hysteresis on freeways basically refers to the loops in the density-speed-volume 

relationship of vehicles, particularly under disturbances or post-incident conditions. 

First explicitly recognized back in 1974, it later was derived from two Greek words, 

hústeros and numeín meaning 'lagging behind' (D. Chen et al., 2012). This usually 

involves a delay in the recovery of speed, but years of study still had not identified 

what these causes were exactly for traffic hysteresis.(Newell, 2002) proposed that this 

hysteresis phenomenon arises from asymmetry in behavior between acceleration and 

deceleration, resulting in two distinctive branches in congested traffic flow. (Zhang, 

1999) defined his model mathematically where he divided the flow into three phases: 
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acceleration, deceleration, and strong equilibrium. And he showed that transitions 

between these phases could give the rise for formation hysteresis loops some of his 

theoretical predictions correlated with real data. (Zhang & Kim, 2005) proposed a car-

following model, which relates the speed of the driver to the current phase of traffic 

and elongation in time required for reaching the lead vehicle. This model seemingly 

can be justifiable, through gap-time functions, the hysteresis in traffic, though is yet 

empirically not justified. Further elaborating on this concept, (Yeo & Skabardonis, 

2009) indicated that traffic conditions will be grouped into five states according to 

accelerations and decelerations, and obsessed with asymmetry as being the most 

important reason for hysteresis. They, however, said that the theory cannot account for 

hysteresis loops in real traffic conditions that are counter clockwise. On a whole, these 

models give the cause of traffic hysteresis to be as a result of asymmetries present 

amongst various traffic phases but the base foundation on the reason for this 

asymmetry is still open for continued research. 

2.6 Behavioral Aspects and Interactions 

The interactions and dynamics of behavior in car following models certainly require 

careful attention because play critical elements in an attempt to enhance both the road 

safety and traffic flow efficiency. These complexes include the intricacies in individual 

driver behaviors as well as minute patterns of their interactions with the other drivers 

and the outside environment. Hence, the optimization of car-following models is 

somewhat in the background of this complex web of behavior and vehicle interactions. 

2.6.1 Interactions and Behavior 

Interaction refers to a situation in which the activities of at least two road users are 

believed to be influenced by the possibility of occupying the same space at the same 

time in the near future. It's important to note that an interaction, as per this definition, 

requires mutual adjustment in behavior. For instance, consider a case where: 

1. A pedestrian wait for a car to pass before crossing the road. 

2. The car driver, however, continues without altering speed and without visibly 

acknowledging the pedestrian, indicating no change in behavior. 

In this scenario, the pedestrian displays interactive behavior, but the car driver does 

not. Under the provided definition, this would not constitute an interaction. 
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Nonetheless, this interpretation can vary. For example, if it's assumed that the car 

driver did notice the pedestrian initially but chose not to make further eye contact as a 

strategy to signal non-yielding, then, in this perspective, it might still be considered an 

interaction (Clark, 2020). 

2.6.2 Platoon behavior 

A vehicle platoon is a formation of vehicles traveling closely together at a uniform 

speed with minimal gaps, facilitated by wireless vehicle-to-vehicle communication 

and automation. Such platoons are effective in enhancing traffic throughput and 

reducing jams, as noted by (Hall & Chin, 2005). Additionally, platooning can lower 

fuel consumption and emissions (Liang et al., 2016) and has the potential to increase 

driving comfort and road safety (Xu et al., 2014). Due to these transportation benefits, 

platooning is garnering significant interest in academic and industrial sectors. 

However, implementing platoons in actual traffic conditions remains a significant 

challenge. 

Diverse behaviors of human drivers can greatly impact traffic safety and efficiency, 

necessitating thorough investigation. Car-following models, which focus on 

longitudinal vehicle interactions, are central to both microscopic simulations and 

traffic flow theory. Research shows that driver interactions are influenced by various 

factors such as vehicle speed, time-to-collision, traffic density, gaps between vehicles, 

road characteristics, weather, lighting, presence and behavior of other road users, as 

well as drivers' demographics, experience, knowledge, cognitive state, and feelings of 

safety or insecurity (Aramrattana et al., 2021) (Endsley, 1995) emphasized the 

importance of a shared understanding among road users to avoid conflicts and 

breakdowns in interactions. 

Platoons occur mostly in cases of busy highways, perhaps more often on two-lane 

highways where restricted heavy vehicles are unable to overtake (M. Wang et al., 

2019), It goes through various behavioral adaptations that in turn compromise the 

safety and efficiency of traffic such as poor gap perception increased risk of rear-end 

accidents, uncertainty in travel time. Additionally, the platoons of drivers take more 

risks during the changing of lanes since they are not in a position to adjust their speeds 

at the target lane. This sort of impulsive lane changing can create shock waves in the 
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left lane increasing the risk of collision, overburdening the lane, reducing overall 

highway speed and negatively affects the road capacity and traffic flow. Besides, this 

would lead to attempts of right-side overtaking and create unpredictable conditions as 

well as loss in traffic safety. Concerning highway on-ramp blending, interaction exists 

between the merging vehicles and with the mainline drive-through vehicles (Y. Chen 

et al., 2022). Studies have showed that the mainline drivers usually exhibit cooperative 

behavior, such as lane changing or stopping when signaling for merges (Aramrattana 

et al., 2021). Lane-target drivers vary their speeds according to the lane that is targeted. 

During busy traffic, however, this causes inefficient and unsafe behavior of early 

merging at lower speeds or abruptly stopping at the end of acceleration lanes that 

disrupt the traffic. 

2.6.3 Platoon of Vehicles 

platoon consists of a group of vehicles traveling in close formation, one behind the 

other, at highway speeds. This formation is led by a lead vehicle, with subsequent 

vehicles closely matching the speed and movements of this leader. 

Vehicle platooning is a strategy aimed at coordinated vehicle movement, proposed as 

a solution to various contemporary transportation challenges such as traffic 

congestion, road safety, energy consumption, and pollution (Maiti et al., 2020). This 

concept involves vehicles following each other closely, yet without any physical 

connection, while maintaining a safe distance. The primary goals of platooning include 

reducing fuel consumption (Steven & Thompson, 2015) and enhancing road capacity 

and throughput. Additionally, it focuses on road safety by minimizing collision risks 

through coordinated vehicle behavior (Maiti et al., 2020). 

 

2.6.4 Advantages associated of Vehicle Platoons: 

 Road capacity is increased as vehicles can drive in extremely 

 Improved traffic speed and fuel economy could lead to lower freight costs. 

 The accident rate may decrease as vehicles in a platoon are in sync with each 

other's actions. 



28 
 

 
 

2.6.5 Disadvantages of Vehicle Platoons: 

 The closely following vehicle may get a reduced cooling airflow over their 

radiators thus increase the likelihood of overheating. 

  At traffic lights, the hazard of not all cars in the platoon clearing the junction 

in sequence, or there not being enough room available on the far side of the 

junction for all vehicles. 

  Platooning is not practical for stopping at stop signs. 

  Potential rear-end crashes may occur when the following vehicles have 

different braking and acceleration characteristics  

The perception of the drivers to their traffic environment is very important in the 

analysis of driving behaviors, decision processes, and the possible risks for collisions. 

Understanding how the drivers are perceiving and interpreting their environment 

ensures measures to be successfully implemented regarding road safety, driver 

training, and proper establishment of infrastructures. 

2.6.7 Reaction time of the car following vehicle 

 Moreover, reaction time typically refers to the duration it takes for a driver to respond 

to a situation, such as applying brakes during an emergency. Longer reaction times are 

generally linked with higher risks, especially if the lead vehicle performs sudden 

maneuvers. Conversely, shorter reaction times are crucial for enhancing the safety of 

road users. In existing simulation models, solutions are derived for the current time 

step only, meaning that reaction times cannot surpass the simulation's time step size. 

As a result, the chosen increment for simulation time must be carefully considered for 

its impact on reaction times. This leads to a compromise between the time step size 

and feasible reaction times in simulations. 

To address these limitations, it's necessary to develop solutions that make reaction 

times independent of simulation time steps. The car-following algorithm developed 

for this purpose provides continuous, independent solutions that don't rely solely on 

simulation time steps. This is made by the use of linear acceleration model and 

continuous solution of car-following logic pass solving only at present time step. 
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Continuous solutions enable generating a set of successive chain reaction times. At 

each simulation time step it is ascertained whether occurrence of the scenario of 

following a car arises and if a reaction required to be scheduled for the car to follow 

in case exists. Such sequentially scheduled reactions may cause chain reactions. In 

practical applications, reaction time decreases in consecutive time steps as once 

alerted, the driver would most probably have experienced reduced reaction times 

following the initial response. 

2.7 Simulation, Validation, and Analysis 

Simulation, validation and analysis make the crux in the intricate process on how to 

develop the car-following models and evaluate them which are pivotal on simulating 

studies of vehicle interaction with close proximity on roadways. This comprehensive 

literature review explores the meaning of these three interrelated phases that may help 

one understand traffic behavior, may help progress the field of transportation 

engineering, and most importantly improve road safety. 

2.7.1 Traffic Simulation Scenarios  

Traffic Simulation widely uses transport analysis through transportation engineering 

which is regarded as the essential tool for guiding traffic-related decision-making 

activity and policy development. According to (Lopez et al., 2018), most models of 

traffic simulators often use heuristic models of car-following, which take general 

characteristics of flow and density into account but do not provide the detailed insight 

at the level of separate streets. Due to this limitation, it results in a huge gap on their 

domain and thus it is not suitable to the offline evaluations of autonomous systems. 

Increasingly accurate modeling and simulating of transportation systems present 

challenging problems by the fact that diverse and variable traffic behaviors as well as 

temporal-spatial variations are highly complex. To solve the above problem, several 

traffic simulation models have been developed among them SUMO, as pointed by 

(Lopez et al., 2018). 

2.7.2 Simulation and Validation  

The enhancement of the simulation tool poses a lot of challenges. Some of the major 

goals include enhancing the driving behavior models since such models have very low 
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accuracy, especially under congested and heavily trafficked states. There is an 

increasing interest in employing simulation models for predicting traffic safety and 

environmental impacts. Such models should also incorporate other modes in the 

transport system that include freight, public transit, cycling as well as walking, all with 

consideration to their interactions. Other areas that further research and development 

will touch on are multi-resolution modeling and real time traffic flow simulation. Since 

trajectory data collection is progressively getting more feasible, it will be important to 

develop methods of its collection as well as for the calibration and validation of these 

data. The current research efforts try to simulate and analyze operation ties with the 

deployment of transportation systems and services, with a significant focus of research 

on Connected and Automated Vehicles (CAVs). In particular, challenges will involve 

simulating actions involving the CAVs together with the human-operated vehicles and 

non-motorized traffic, dealing with sensor accuracies under different infrastructures, 

and observing impacts of the detection errors on CAVs. Simulation modeling 

incorporated in decision support systems for real-time improvements in transportation 

systems brings challenges such as ensuring that simulations exhibit minimal latency 

for timely predictions of performance and impacts. With validation, the objective is to 

guarantee that a model performs its purpose. However, when a model is perfectly 

calibrated with an ideal data fit, it may not validate accurate, if it does not seem to jibe 

accurately with other observed patterns during validation. On the other hand, 

calibration identifies the optimal parameter set while validation defines a specific 

target for which the model is being developed and validates the range of applications. 

The range therefore covers the circumstances in which the model operates at some set 

quality level, and may entail different days, different locations, countries, or lane 

configurations depending on user specification. It is imperative to appreciate that a 

model is only validated under the specific conditions it has been tested. For example, 

a model validated for one road layout of some day may not be valid in another road 

layout. Purpose of validation - The core intent is to confirm the fact that the model 

attains necessary performance level, without which no such assertions on quality about 

model can be made (May, 1997). 
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2.7.3 Microscopic Simulation 

Microscopic traffic simulation systems have emerged as key instruments for analyzing 

and managing transportation systems. Their primary function is to predict or assess the 

performance of existing or planned traffic scenarios or measures. In an effort to 

enhance the effectiveness of these simulation systems, substantial work has been done 

to develop detailed microscopic models that help understand the laws governing 

driving behavior, including car-following rules for longitudinal interactions (Q. I. 

Yang & Koutsopoulos, 1996). 

In recent years, there has been a growing focus on microscopic road traffic simulation. 

Traditional analytical tools often fall short in addressing complex issues like 

congestion, incident management, signal control optimization, and public transport 

priority, especially within the intricate urban road transport systems. Microscopic 

simulators enable transportation planners to model these complex systems in their 

entirety and evaluate different traffic management options. This helps in identifying 

the most effective solutions for various traffic scenarios. To this end, several traffic 

simulation tools have been developed and utilized in the field (Hidas, 2005). 

2.7.3 Validation with real data 

The aim of aggregate validation is to determine how accurately a simulation model 

replicates a real-world system, using data sources such as loop detectors. The ideal 

process involves comparing the outputs of both real and simulated systems under the 

same input conditions. Therefore, it's important to record not only the outputs of the 

real system but also its input variables for replication in the simulation. This method 

reduces the disparity between observed and simulated outputs, thereby improving the 

effectiveness of the comparison. An important input in traffic simulations is travel 

demand, typically represented by dynamic origin-destination (O-D) matrices. 

However, these matrices are often not directly observed and need to be estimated, 

making aggregate validation a complicated process, as shown in the figure by 

(Hazelton, 2001). Validation frequently focuses on O-D reconstruction the process of 

determining the demand scenario most likely responsible for the observed traffic 

counts. 
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When faced with multiple sets of traffic data (for example, from different days), a 

decision is required regarding the use of all available data. In congested networks, even 

minor changes in demand can have a significant impact on simulation results. As such, 

separate O-D matrices should be estimated for each data set and applied individually 

in the simulation model, with the resulting outputs compared against the actual 

observed data. Relying on average traffic counts to estimate average O-D flows may 

lead to a biased assessment of model performance since both the O-D estimator and 

the simulation model function nonlinearly. The degree of this bias depends on the level 

of nonlinearity and the variability in daily demand. 

Model validation is based on how closely the performance measures (MOPs) from the 

real and simulated systems align. These MOPs should not be derived from data used 

for calibration or input estimation. Since O-D flows are typically estimated by 

reducing the difference between observed and simulated traffic counts, validating the 

simulation model solely on traffic counts could lead to an overestimation of the 

model's accuracy. For example, (Toledo & Koutsopoulos, 2004)observed that while 

the simulated flows in the INTEGRATION model closely matched real observations, 

the simulated speeds did not. 

Figure 1   

Validation process 
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2.7.4 Stability Analysis 

Numerous research efforts have focused on the stability of both simple car-following 

models and acceleration models (Chang et al., 2020). As outlined by (Ward, 2009)a 

general car-following model can be mathematically represented by the equation: 

{
𝑥̇𝑛 = 𝑣𝑛
𝑎𝑛 = 𝑓(Δ𝑥𝑛, Δ𝑣𝑛, 𝑣𝑛)

                                                                      Eq 3. 

In this equation, xn denotes the displacement of vehicle n, vn represents the velocity of 

vehicle n, and an is the acceleration of vehicle n. 

This framework has been used to analyze the string stability of mixed traffic flow, 

considering various rates of technology penetration and different maximum platoon 

sizes (Qin et al., 2018) 

2.7.6 Gap Acceptance Analysis 

typically comes into play at junctions where a minor road intersects a major road. Here, 

only the first vehicle in line (the leader) can attempt to make a try or irritated, 

contingent on the movement type. If the leading vehicle has just reached the junction, 

it might turn while still in motion. Else, it initiates the turn from a stationary position. 

In situations involving straightforward crossing or merging maneuvers, drivers on the 

minor street face a sequence of gaps between vehicles in the conflicting traffic flow 

on the major street. These gaps are formed due to varying arrival times of vehicles on 

the major street, resulting in gaps of different lengths. When encountering these gaps, 

drivers on the minor street make decisions based on certain behavioral factors. Each 

driver has an associated 'critical gap' – a minimum time gap they require to make their 

move safely. This critical gap varies among drivers and can typically be represented 

by an empirical distribution. When a gap larger than this critical gap presents itself, 

the driver decides to take it and proceed with their maneuver (Kaysi & Alam, 2000)
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2.8 Existing Traffic Simulation Models 

Table 1 

Categorizes some well-known car fallowing model  

 

modelling Car-

fallowing 

model 

parameter

s 

Advantage disadvantage referenc

e 

microscop

ic 

Intelligent 

Driver 

Model 

(IDM) 

Requested 

temporal 

gap, 

desired 

sensitivity 

to 

minimal 

spacing, 

accelerati

on 

exponent 

1. The 

accessibility 

and 

simplicity of 

use of its 

parameters. 

2.Accurate 

modeling,  

3. Seamless 

traffic 

tracking 

4. Record 

different 

traffic 

conditions  

 

1. Responsive 

to parameter 

configuration,  

2. Absence of 

assertive 

behaviormodeli

ng, 

 3. Surpassing 

the actual 

vehicle 

deceleration. 

 

(Derbel 

et al., 

2013) 

microscop

ic 

Gipps' 

Model 

Peak 

accelerati

on, Peak 

decelerati

on, 

Optimal 

separation 

between 

vehicles, 

The 

desired 

1. An 

optimal 

balance 

between 

precision 

and the 

quantity of 

variables for 

calibration. 

1. Not well-

suited for 

intricate 

situations 

 

 

 

 

(Cattin 

et al., 

2018), 

(Peng, 

n.d.) 
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velocity of 

unrestricte

d 

movement

,  

the 

duration it 

takes to 

respond. 

 

2. Ideal for 

integrating 

scenarios 

 

microscop

ic 

Pipes' Model   Response 

time, 

velocity 

difference 

Small 

number of 

parameters 

Ease of 

understandin

g and 

implementat

ion Rooted 

in behavior 

 

Inadequate 

Depth Constant 

Reaction Time 

Linear 

Feedback 

 

(Pipes, 

1953) 

macrosco

pic 

Lighthill-

Whitham-

Richards(L

WR) 

V0 the 

desired 

speed. 

The 

density of 

traffic  

The flow 

of traffic 

 

Coverage is 

extensive. 

 

Inadequate 

granularity 

 

 

(Lighthi

ll & 

Whitha

m, 

1955) 

macrosco

pic 

Greenshields 

Model 

Traffic 

velocity 

The 

density of 

traffic  

 

Foundationa

l   

Overly 

simplified 

 

(Bureau 

& 

Highwa

y, n.d.) 
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mesoscopi

c 

Gas-kinetic 

Model     

Groups of 

vehicles 

It strikes a 

balance 

between 

detail and 

scalability. 

Hybrid 

techniques are 

required. 

(Nelson

, 1998) 

mesoscopi

c 

Cellular 

Automata 

Model 

Distinct 

vehicle 

locations 

Simplicity The unique 

character 

(Nagel 

et al., 

1992) 

 

a. Intelligent Driver Model (IDM) 

The equation  

𝑣̇𝑛 = 𝑎𝑛 ⋅ (1 − (
𝑣𝑛

𝑣𝑛
0)
4

− (
𝑠∗(𝑣𝑛,Δ𝑣𝑛)

𝑠𝑛
)
2

),                                                    Eq 4. 

describes a dynamic in traffic flow modeling, where: 

where 𝑎𝑛 is the maximum acceleration of the vehicle n measured in meters per second 

squared (m. s −2 ), 

 𝑣𝑛
0 is the desired velocity of vehicle (m. s −1 ), 𝑠𝑛 the distance gap(in meters) 

𝑠𝑛 = Δ𝑥𝑛 − 𝑙𝑛+1                                                                                             Eq 5. 

 

The desired minimum gap of the vehicle n, 𝑠𝑛 , is given by 

𝑠∗(𝑣𝑛, Δ𝑣𝑛) = 𝑠𝑛
0 + 𝑇𝑛𝑣𝑛 −

𝑣𝑛Δ𝑣𝑛

2√𝑎𝑛𝑏𝑛
                                                                 Eq 6. 

where 𝑠𝑛
0 is the jam distance for vehicle n(m), 𝑇𝑛 the safety time gap for vehicle 

n(second) and 𝑏𝑛is the desired deceleration of the vehicle n (m. s −2 ). 

 

This model accounts for various factors such as the vehicle's current speed, desired 

speed, distance to the vehicle ahead, and the driver's safety considerations, represented 

by the acceleration, deceleration, and time gap parameters. 
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b. Gipps Model 

𝑣𝑛(𝑡 + 𝜏𝑛) = 𝑚𝑖𝑛 {
𝑣𝑛
𝑎(𝑡 + 𝜏𝑛)

𝑣𝑛
𝑑(𝑡 + 𝜏𝑛)

}

min

{
 
 

 
 𝑣𝑛(𝑡) + 2.5𝑎𝑛𝜏𝑛 (1 −

𝑣𝑛(𝑡)

𝑉𝑛
des)√0.025 +

𝑣𝑛(𝑡)

𝑉𝑛
des ;

𝑏𝑛 (
𝜏𝑛

2
+ 𝜃) + √𝑏𝑛

2 (
𝜏𝑛

2
+ 𝜃)

2

− 𝑏𝑛 [2(𝑥𝑛−1(𝑡) − 𝑥𝑛(𝑡) − 𝑆𝑛−1) − 𝑣𝑛(𝑡)𝜏𝑛 −
𝑣𝑛−1(𝑡)

2

𝑏̂𝑛−1
]

   

Eq 7. 

 

𝑛 − 1  refers to its leading vehicle 

𝑎𝑛 is the maximum acceleration rate of the follower; 

𝑆𝑛−1 = l𝑛+1 + safety margin represents the length of the leader vehicle including a 

minimum safe distance 

𝜏𝑛 is the reaction time of the follower; 

𝑣𝑛
des is its desired speed 

𝑏𝑛 is its maximum braking rate; 

𝑏̂𝑛−1 is the assumed braking rate of the leader; 

 

c. Lighthill-Whitham-Richards (LWR) 

∂𝑘(𝑡,𝑥)

∂𝑡
+
∂𝑄(𝑡,𝑥)

∂𝑥
= 0                                                                                                Eq 8. 

𝑘(𝑡, 𝑥) traffic density at time 𝑡 and position 𝑥. The variable 𝑘 typically denotes the 

number of vehicles per unit length at a given location and time  

𝑄(𝑡, 𝑥) traffic flow rate at time 𝑡 and position 𝑥. This is the product of traffic density 

and velocity.  
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d. Greenshields Model 

𝑆 = 𝑆𝐹 −
𝑆𝐹

𝐷𝐽
𝐷                                                                                                   Eq 9. 

𝑆 = Average Speed (km/hour)  

𝑆𝐹 =Free Flow Speed(km/hour)  

𝐷 = Average Density(unit/km)  

𝐷𝐽 = Density jam(unit/km) 

e. Gas-kinetic Model 

∂f

∂t
+ 𝑣

∂f

∂x
+
1

τ
(𝑓 − 𝑓𝑒𝑞) = 𝑄(𝑓, 𝑓)                                                               Eq 10. 

 𝑓(𝑣, 𝑥, 𝑡) is the probability distribution function of vehicle speeds; 

 τ is a relaxation time towards equilibrium; 

 𝑓𝑒𝑞 is the equilibrium distribution function; 

 𝑄(𝑓, 𝑓)is the binary interaction term (akin to the collision term in the 

Boltzmann equation), representing the interactions between vehicles; 

f. Cellular Automata Models 

The cellular automaton model is a microscopic approach to traffic modeling. In this 

method, a roadway is depicted as a sequence of cells, similar to points on a grid or 

squares on a checkerboard, with time being divided into discrete intervals. In this 

framework, vehicles transition from one cell to the next. (Nagel & Schreckenberg, 

1992) were the pioneers in applying the Cellular Automaton model to traffic 

simulation. Their work involved simulating traffic flow on a single-lane highway using 

a stochastic Cellular Automaton (CA) model. A key principle of this model is that each 

vehicle advances 'v' cells at every time interval. The vehicle's velocity 'v' increments 

by 1 if there are no vehicles within 'v' spaces ahead, but it reduces to 'i-1' if another 

vehicle is located 'i' spaces ahead. Additionally, there's a random chance, represented 

by probability 'p', that the vehicle's velocity might decrease. Following this initial 
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development, a variety of CA models have been created and implemented in traffic 

simulation studies (Ding, 2011). 

g. Other Traffic Simulation Models 

Simulation modeling is winning acceptability as a very useful and powerful tool to 

address complex transportation problems, which otherwise are too complex to be 

analytically modeled by the conventional methods of analysis. But a broad agreement 

in the venue of transportation simulation recognizes that microscopic simulation, 

affording such detailed computational analysis at the level of the individual traveler, 

is not just in the realm of possible approaches but all too often the only practical 

method toward a variety of intricate problems. This has been a catalyst to high 

completion microscopic simulation development models manufacture due to 

advancements in the computer technology, and great examples include AIMSUN, 

MITSIM, PARAMICS, and VISSIM.A typical microscopic traffic simulation model 

consists of a few physical elements that include a roadway network, traffic control 

systems, and driver-vehicle units. Also, these models encapsulate the representative 

behavioral characteristics such as driving behavior as well as route choice models. 

They necessitate intricate data inputs and involve numerous parameters. Though most 

simulators guide on input data and give default values of parameters, these models 

require calibration specific adapted to the network being analyzed and the purpose they 

intend to use the application as pointed by (Chu et al., 2003). 

2.9 Special Topics 

2.9.1 Speed of the car following vehicle 

Influence on the speed of the vehicle and the need for the safe distance. Changes in 

the leading vehicle speed prompts adjustment in entering vehicle. Speed-flow and 

flow-density relationships show speed ranges between zero to a maximum free flow 

speed whilst density within zero to jam density. At maximum density, speed is zero 

and as traffic density decreases, the reliance of the speed on density lessens, though 

not necessarily the point the derivative of the prior was zero at zero density (Letters, 

2013). 
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2.9.2 Acceleration of the car following vehicle 

 Acceleration is influenced by the behavior of the vehicle ahead, and fast adjustment 

in acceleration is very important to follow safe following distance as well as to respond 

efficiently in imitating speed changes that are happening with the leading vehicle. This 

is important in the prediction of the traffic flow and likely congestion. In an effort of 

realistic simulation of traffic flow in Intelligent Transportation Systems (ITS), a linear 

acceleration-based car-following model has been designed especially for real-time 

applications and systems as Autonomous Intelligent Cruise-Control Systems (AICCS). 

The linear acceleration model has some benefits: it guarantees that the vehicle 

acceleration profiles are continuous and hence that each time step's acceleration adds 

to that of the previous one; permits for the solutions that are continuous over time; and 

actually, the model represents driver behavior. For this reason, it is very suitable for 

continuity in acceleration which leads to car-following smooth behaviors devoid of 

sudden vehicle states changes, and hence the algorithm is very suitable for real-time 

applications. 

 

2.9.3 Desired space of the car following vehicle 

Desired speed is the speed at which the driver of a vehicle would wish to have travelled 

in the absence of any influences that would influence his choice of speed, with regard 

to obstacles or other traffic on the road. This preference includes personal preferences 

of driving, capabilities of the vehicle and conditions of the road. Drivers might change 

lanes or make other maneuvers if their actual speed falls below this desired speed. 

According to (Wilhelm & Lian, 2019), research notes that drivers adjust the speed with 

that of the leading car in thus maintaining a near-constant time headway referred to as 

"desired space." According to observation, this desired space is obtained by 

multiplying the speed by the ideal time headway (t), represents the interval a driver 

maintains following in steady-state car-following, hence an ability to decelerate at a 

similar rate applied to the leading vehicle and peak reaction time. The study findings 

revealed that the time headways between one vehicle and another, when following a 

lead vehicle at constant speeds of 50, 60 or 80 km/h, among different drivers were 

similar, irrespective of speed of the lead vehicle. Though time headways for each of 

the latter driving conditions appeared similar for individual drivers, there was some 
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variability in time headway between drivers. This regularity in time headways implies 

that within the speed range studied (40 to 70 km/h), each driver's time headway is 

steady.  

2.9.4 Human Factors in Traffic Modeling 

Integrating human features into traffic modeling presents significant challenges. Yet, 

some studies have managed to include various human aspects in the context of 

operational and tactical driving maneuvers. These aspects are 1) risk-taking behavior, 

2) willingness to cooperate, 3) capacity to learn, 4) levels of impatience, 5) 

aggressiveness, 6) susceptibility to distraction, 7) driving experience, and 8) the 

element of uncertainty (Hamdar et al., 2015). It is important to emphasize that the 

majority of current traffic flow models still fail to consider collisions, which highlights 

the critical role that human factors play in traffic accidents. 

 

2.10 Connected vehicles 

A Connected Vehicle or CV, is a purposely designed vehicle for transmitting 

information about the nearby traffic to the drivers through some procedures of 

communication which include vehicle-to-vehicle (V2V), vehicle-to-infrastructure 

(V2I) and vehicle-to-everything (V2X). V2X communication comprises of vehicles, 

infrastructure, pedestrians, as well as aftermarket devices that may cause an influence 

on the behavior of CVs. The main benefits of CVs are the increasing derivatives of 

traffic as well as reducing occurrences of both traffic congestion and accidents besides 

mitigating traffic emissions (Abbas et al., 2015). With time, improvements have been 

embraced, notably those involving connected automated vehicle. Such improvements 

aim at enhancing comfort and safety in driving through the introduction of vehicle 

automation technologies. However, initial research on CAV development has 

primarily focused on its automation and to some less extent attended to the influence 

of traffic flow dynamics through which the vehicular impacts were found to be 

beneficial and adverse as for dissipation and generations of vehicular flow. Recent 

studies on CAVs were more rigid in terms of the focus of vehicle control, however, 

some more recent ones broadened their focus away from individual vehicle control to 

more complex areas such as vehicle platooning and cooperative autonomous driving 
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like coordinating during merging. This trend has largely been driven by developments 

in new connectivity and automation technologies that have enabled the investigations 

and development of feasible holistic strategies for vehicle control. 
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CHAPTER III 

Methodology 

3.1 Overview  

In this chapter, we present the improvement made to car following models 

based on a machine learning technique. The data used in this study was obtained from 

of (Ciuffo et al., 2021), study towards comprehensive analysis of ACC adaptive cruise 

control for commercial vehicles. This database constitutes a precious dataset collection 

that was specially designed for car following simulations. The current study using in-

depth analysis and applying the state-of-the-art machine learning techniques was 

expected to assist us to ameliorate car-following algorithms by amplifying the 

accuracy and efficiency. 

3.2 Data Collection and Processing  

This section of the research work deals with conducting the car-following experiment 

and organizing, collecting, analysing data from relevant resources. The car-following 

experiment was executed at the AstaZero test track in July 2019 with Oxford Technical 

Solutions for two days through high-alpha vehicles operative with their own RT-Range 

S system. Researchers analysed trajectory data from five different vehicles. This 

experiment was done from a 5.7 km rural road section, whereby through the use of the 

lead car that sustained a constant speed via Adaptive Cruise Control (ACC), different 

subsequent vehicles showed the car platoon sort of behaviours since they either 

sustained constant speeds or had variations in speed. Firstly, the data was collected at 

more than 100 Hz but reduced to 10 Hz for practical analysis. The data contained time, 

speed, latitude, longitude, altitude, ENU coordinates, relative distance between two 

vehicles and status of the driver (ACC or manual). The files were very aptly named 

and had metadata included within them giving information regarding the vehicle 

behaviour under different settings of control highlighting specially the contributions 

made by ACC systems on the dynamics of a vehicle in a rural road scenario. On the 

other hand, various key metrics such as time headway, acceleration, and inter-vehicle 

spacing were annotated into CSV files to ensure proper arrangement for storage as 

well as an easy accessibility.  
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3.3 Machine Learning Model  

a machine learning model is built through an orderly process that starts with the 

collection of relevant data, then cleaning, and transformation for analysis. Then one 

can go ahead to select a proper algorithm based on the task at hand i.e., classification 

versus regression or clustering. A model is trained with some fraction of data so that 

it comes to learn about the patterns and relationships. Then, it is tested and validated 

over another subset of data to verify how efficiently the model is working. Now, a 

well-scoring model can be put into real-world practice where it applies its learned 

patterns to new data which never saw before and makes predictions or decisions about 

it. Almost always for the accuracy of model over time continuous monitoring as well 

as updating is needed since with constant flow of data in most real-world applications 

many things change out there. 

3.3.2 Gradient boosting (GB) 

GB is an ensemble model, which uses boosting techniques within the ensemble 

framework. Often individual decision trees are not accurate and robust. Typically, in 

ensemble methods, multiple decision trees get combined for enriching learning each 

case. In boosting, the sample weights of training set samples are adjusted with every 

iteration. The adjustment is such that more attention is directed to observations which 

together constitute a sample that is difficult to predict and less emphasis is put on those 

already predicted accurately. The model is a set of predictors (x) and attempts to 

estimate for the response variable through a function f(x), expressed as a cumulative 

series of functions (Friedman, 2001). 

𝑓(𝒙) = ∑  𝐾
𝑘=1 𝑓𝑘(𝒙) = ∑  𝐾

𝑘=1 𝜷𝑘ℎ(𝒙; 𝒂𝑘)                                                             Eq 11. 

The term "ak" refers to the average value of the terminal nodes in the kth individual 

regression tree, whereas "βk" indicates the weights assigned to the terminal nodes of 

the kth tree. The function h(.) represents the process of combining basis functions in 

an additive manner. 

The parameters ak and βk undergo a gradual process of improvement and enhancement. 

Each iteration involves the addition of a new tree to minimize the objective function 

L(.) of the entire model. After t iterations, the model is described by the following 
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equation, which allows for the calculation of the optimal βt, as depicted in Equation 

(13). 

𝑓𝑡(𝒙) = 𝑓𝑡−1(𝒙) + 𝛽𝑡ℎ(𝒙; 𝒂𝑡)                                                                              Eq 12. 

 

𝛽𝑡 = argmin ∑  𝑁
𝑛=1 𝐿(𝑦𝑛, 𝑓𝑡(𝒙𝑛)) = argmin ∑  𝑁

𝑛=1 (𝑦𝑛 − 𝑓𝑡(𝒙𝑛))
2
                  Eq 13. 

where L(.) stands for the objective function used where in this case it is squared loss. 

N stands for total number of training observation with xn and yn representing predictor 

variables and their corresponding outcome variable at nth observation, respectively. 

To avert overfitting, the algorithm incorporates a learning rate, ζ, that controls the 

impact of each added tree. A smaller value of ζ leads the model to be more stable and 

it also reduces the risk of overfitting, but at a cost of more iterations for reaching a 

desired level of accuracy, therefore computation time is increased. The method known 

as shrinkage is introduced in Gradient Boosted Regression Trees (GBRT). This 

approach does not seek full optimization at each step but it allows incrementally 

improving the outputs over iterations as what was explained by (T. Wang et al., 2021). 

𝑓𝑡(𝒙) = 𝑓𝑡−1(𝒙) + 𝜁𝛽𝑡ℎ(𝒙; 𝒂𝑡), 𝜁 ∈ (0,1)                                                          Eq 14. 

With increasing complexity in algorithms, there's often an improvement in accuracy 

at the expense of interpretability. However, tree-based models strike a balance as they 

can determine the importance of predictors and compute their partial dependence, as a 

result, the combination of accuracy and interpretability is provided. 

3.3.3 Random Forest 

The Random Forest regression technique involves a large number of decision trees, 

each acting independently as a model for regression. The final outcome in such setups 

is akin to taking the average of all these individual regression trees' outputs. This 

method is an extension of the decision tree model, specifically the Classification and 

Regression Tree (CART), initially proposed by (Breiman, 1984). RF Regression, as 

an advanced version of CART, offers improved predictive capabilities. During the 

training phase of RF, a collection of decision trees is generated, each functioning 

independently from the others. The term "Random Forest" refers to the method's 

approach of building each tree with a subset chosen at random of forecasters. 
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3.4 Evaluation of model performance  

Performance of the models is on four major metrics. Root Mean Squared Error 

(RMSE) is an accuracy metric expressed by taking the square root of average squared 

differences between predicted values and actual values, a low value of RMSE means 

more accuracy lying in a model. The (MAE) Mean Absolute Error measures the error 

between the values predicted by a model and the actual values, hence delivering an 

understandable measure of how far off the predictions are from real observations. R-

Squared R2 is a statistical metrical aiming to culminate the quantification of the 

proportion of the variance in the dependent variable which can be predicted from 

independent variables, taking value between 0 (no explanatory power) and 1 (perfect 

fit), hence, depict the quality through which the fit quality is through the model. Lastly, 

the Nash-Sutcliffe Efficiency (NSE) measures the model's predictive ability by 

summarizing the utility of the instances predicted against those observed, with a value 

of 1 suggesting perfect prediction and values less than zero implying that the model is 

not as accurate as a simple average over this collection. These metrics collectively 

provide a comprehensive picture of the model's predictive performance and accuracy 

as stated by (Chai & Draxler, 2014). 

𝑅𝑀𝑆𝐸 = √
∑  𝑁
𝑖=1 (𝑌Pred ,𝑖−𝑌Obs,𝑖)

2

𝑁
                                                                          Eq 15. 

𝑀𝐴𝐸 =
1

𝑁
∑  𝑁
𝑖=1 |𝑌Obs,𝑖 − 𝑌Pred ,𝑖|                                                                     Eq 16. 

NSE = 1 −
∑  𝑛
𝑖=1 (𝑌Obs,𝑖−𝑌Pred,𝑖)

2

∑  𝑛
𝑖=1 (𝑌Obs,𝑖−𝑌̅Obs)

2 y                                                                        Eq 17. 

𝑅2 =
SSR

𝑆𝑆𝑇
                                                                                                             Eq 18. 

Where SSR=∑(𝑌Pred ,𝑖 − 𝑌̅)
2
,  𝑆𝑆𝑇 = ∑(𝑌Obs,𝑖 − 𝑌̅)

2
 ,  𝑌̅ is the mean of y value; N = 

number of observed value, 𝑌𝑃𝑟𝑒𝑑𝑖 predicted value 𝑌𝑂𝑏𝑖 =observed value. 
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CHAPTER V 

Results and Findings 

4.1 Introduction 

This chapter presents the results of predicting the behavior of following 

vehicles within a platoon. The data have been divided into four categories: one-

platoon, two-platoon, three-platoon, and four-platoon scenarios. This classification is 

essential in predicting vehicle acceleration behavior and speed motion in various 

platoon scenarios. 

4.2 predication of following vehicle behavior with platoon vehicle  

a. Vehicle Acceleration behavior 

Figure 2   

Comparison of Actual vs. Predicted Acceleration Over Time for one platoon 

Test Using (a) Gradient Boosting and (b) Random forest 

(a)                                                                 (b) 
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Figure 3 

Comparison of Actual vs. Predicted Acceleration Over Time for a one 

Platoon Train Using(a) Gradient Boosting and (b) Random forest 

(a)                                                                 (b) 

 

Figure 4 

Comparison of Actual vs. Predicted Acceleration Over Time for two platoon 

Test Using (a) Gradient Boosting and (b)Random forest 

(a)                                                                 (b) 
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Figure 5 

Comparison of Actual vs. Predicted Acceleration Over Time for a two 

Platoon Train Using(a) Gradient Boosting and (b) Random forest 

(a)                                                                 (b) 

 

 

Figure 6 

Comparison of Actual vs. Predicted Acceleration Over Time for three platoon 

Test Using (a) Gradient Boosting and (b) Random forest 

(a)                                                                 (b) 
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 Figure 7 

Comparison of Actual vs. Predicted Acceleration Over Time for a three 

Platoon Train Using (a) Gradient Boosting and (b) Random forest 

 

(a)                                                                 (b) 

 

Figure 8 

Comparison of Actual vs. Predicted Acceleration Over Time for four platoon 

Test Using (a) Gradient Boosting and (b)Random forest 

(a)                                                                 (b) 
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Figure 9 

Comparison of Actual vs. Predicted Acceleration Over Time for a four 

Platoon Train Using (a) Gradient Boosting and (b) Random forest 

(a)                                                                 (b) 

 

 

 

 

 

 

 

Table 2 

Output train and test using vehicle Acceleration behavior for Gradient Boosting 

 

Models Train Test 

   R2 RMSE MAE NSE   R2 RMSE MAE NSE 

1 

platoon 

GB 

0.92 0.08 0.06 0.92 0.91 0.1 0.07 0.91 

 

2 

platoon 

GB 

0.95 0.09 0.06 0.94 0.87 0.16 0.1 0.866 

 

 

3 

platoon 

GB 

0.97 0.08 0.06 0.97 0.94 0.14 0.09 0.93  

4 

platoon 

GB 

0.98 0.08 0.05 0.98 0.91 0.1 0.07 0.91  
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The performance evaluation of the Gradient Boosting (GB) model for vehicle 

acceleration behavior across four distinct platoon scenarios reveals a consistent trend 

of high accuracy and predictive reliability in the training phase. The model achieves 

R2 values between 0.92 and 0.98 across the four platoons, indicating a strong 

correlation between predicted and actual values. The low RMSE (ranging from 0.08 

to 0.09) and MAE (consistent at 0.05 to 0.06) in the training phase further attest to the 

model’s precision. Notably, the Nash-Sutcliffe Efficiency (NSE) mirrors that of the R2 

values thereby emphasizing effectiveness of the model in capturing observed data 

variability. However, when applied to test data, there's a noticeable drop in the 

performance, more so with the 2nd platoon where R2 reduces to 0.87 and RMSE 

increases to 0.16. This pattern suggests a possible overfitting problem common to 

complex models where the model seems to perform entirely well on training data but 

unimpressive in the case of unseen data. However, the test R2 values remain above 

0.87 and NSE values that are consistent with the R2 such that the model still enjoys 

substantial forecasting power in new scenarios even as its accuracy is now slightly 

reduced. The analysis highlights the GB model potent learning and predictive trait of 

various vehicle acceleration behaviors in platoon scenarios with quarters re 

assessments over its likely adaptation in independent or more complex environments. 

Table 3 

Output train and test using vehicle Acceleration behavior for Random Forest 

Models Train Test 

   R2 RMSE MAE NSE  R2 RMSE MAE NSE 

1 platoon RF 0.99 0.03 0.02 0.99 0.91 0.1 0.08 0.91 

2 platoon RF 0.99 0.02 0.01 1 0.83 0.19 0.1 0.82 

3 platoon RF 1 0.02 0.01 1 0.94 0.13 0.09 0.94 

4 platoon RF 1 0.02 0.01 1 0.94 0.16 0.11 0.94 
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The performance of the Random Forest (RF) model in predicting vehicle acceleration 

behavior across four platoon scenarios shows remarkable results in the training phase 

but reveals variability in the testing phase. In training, the model achieves near-perfect 

performance with R2 and NSE values reaching 1.0 in the 3rd and 4th platoons, and 

0.99 in the 1st and 2nd platoons, indicating an almost perfect fit to the training data. 

The RMSE and MAE are exceptionally low (as low as 0.01 and 0.02), further 

demonstrating the model's accuracy in this phase. However, the testing phase 

performance exhibits a notable decline, especially in the 2nd platoon, where the R2 

drops to 0.83 and RMSE increases to 0.19. While the R2 values in the testing phase 

for the 1st, 3rd, and 4th platoons remain high (above 0.90), indicating good predictive 

ability, the increase in RMSE and MAE suggests a decrease in prediction accuracy for 

new data. This pattern is indicative of overfitting in the training phase, where the model 

is highly tuned to the training data, potentially at the expense of its ability to generalize 

to unseen data. Despite this, the overall high R2 values in the test phase demonstrate 

the RF model's robustness in predicting vehicle acceleration behaviors across different 

platoon scenarios, though caution is advised when applying the model in practical 

situations due to potential overfitting concerns. 

b. Vehicle speed behavior  

Figure 10 

Comparison of Actual vs. Predicted Speed Over Time for a one Platoon Test 

Using (a) Gradient Boosting and (b) Random forest 

(a)                                                                 (b) 
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Figure 11 

Comparison of Actual vs. Predicted Speed Over Time for a one Platoon Train 

Using Gradient Boosting and Random forest 

(a)                                                                 (b) 

 

Figure 12 

Comparison of Actual vs. Predicted Speed Over Time for a two Platoon Test 

Using (a) Gradient Boosting and (b) Random forest 

(a)                                                                 (b) 
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Figure 13 

Comparison of Actual vs. Predicted Speed Over Time for a two Platoon Train 

Using (a) Gradient Boosting and (b) Random forest 

(a)                                                                 (b) 

 

Figure 14 

Comparison of Actual vs. Predicted Speed Over Time for a three Platoon Test 

Using (a) Gradient Boosting and (b) Random forest 

(a)                                                                 (b) 
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Figure 15 

Comparison of Actual vs. Predicted Speed Over Time for a three Platoon 

Train Using (a) Gradient Boosting and (b) Random forest 

(a)                                                                 (b) 

 

Figure 16 

Comparison of Actual vs. Predicted Speed Over Time for a four Platoon Test 

Using (a) Gradient Boosting and (b) Random forest 

(a)                                                                 (b) 
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Figure 17 

Comparison of Actual vs. Predicted Speed Over Time for a four Platoon 

Train Using (a) Gradient Boosting and (b) Random forest 

(a)                                                                 (b) 

 

Table 4 

Output train and test using vehicle Speed behavior for Gradient Boosting 

 

Models Train Test 

   R2 RMSE MAE NSE  R2 RMSE MAE NSE 

1 platoon 

GB 
0.997 0.2 0.14 1 0.99 0.35 0.25 0.99 

2 platoon 

GB 
0.997 0.21 0.13 1 0.98 0.52 0.27 0.98 

3 platoon 

GB 
0.997 0.22 0.14 1 0.98 0.57 0.33 0.98 

4 platoon 

GB 
0.996 0.27 0.21 0.99 0.98 0.61 0.48 0.98 
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The Gradient Boosting (GB) model's performance in modeling vehicle speed behavior 

across four platoon scenarios demonstrates exceptional accuracy in the training phase, 

with a slight decrease in precision during the testing phase. In the training phase, the 

model achieves nearly perfect R2 values, ranging from 0.996 to 0.997, and Nash-

Sutcliffe Efficiency (NSE) scores are either perfect or nearly so, indicating an almost 

flawless fit to the training data. The Root Mean Square Error (RMSE) and Mean 

Absolute Error (MAE), although relatively low, exhibit a gradual increase as the 

platoon scenario complexity escalates. 

In contrast, during the testing phase, although the model maintains high R2 values 

(ranging from 0.98 to 0.99), which indicates a strong predictive ability, there is a 

noticeable increase in RMSE and MAE. This trend is more apparent in more complex 

platoon scenarios, particularly in the 4th platoon, where the highest RMSE and MAE 

are recorded. The rise of error metrics over the test phase may suggest that this model, 

though being highly accurate over training data, does not generalize as well to new, 

unseen data. This potential overfitting issue means the model is wonderfully well tuned 

to training data losing some accuracy in a new scenario prediction. On the other hand, 

this result demonstrated the robustness of the GB model in capturing vehicle speed 

behavior across all platoons with constantly high R^2 and NSE values in the test phase. 

Table 5 

Output train and test using vehicle Speed behavior for random forest 

 

Models Train Test 

  R2  RMSE MAE NSE  R2 RMSE MAE NSE 

1 

platoon 

RF 

1 0.05 0.02 1 0.99 0.35 0.25 0.99 

2 

platoon 

RF 

1 0.04 0.01 1 0.98 0.53 0.29 0.98 
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3 

platoon 

RF 

1 0.03 0.01 1 0.98 0.61 0.35 0.98 

platoon 

RF 
1 0.02 0.01 1 0.97 0.84 0.61 0.97 

 

The results in terms of the vehicle's speed behavior prediction performance of Random 

Forest (RF) model across four different platoon scenarios are exemplary as showcased 

in case of training phase but exhibits some variability in the testing phase. In-training 

phase., the model achieves optimal performance, with R2 and Nash-Sutcliffe 

Efficiency (NSE) values reaching a perfect score of 1.0, and exceptionally low RMSE 

and MAE, reflecting an almost ideal alignment with the training data. This level of 

accuracy is consistent across all platoons, showcasing the model's precision in the 

training context. 

However, when evaluated in the testing phase, there is a noticeable increase in RMSE 

and MAE, indicating a decline in prediction accuracy for new data. While the R2 values 

remain high (between 0.97 and 0.99) across all platoons, suggesting a strong ability to 

predict vehicle speed behavior, the increased error metrics in the test phase, especially 

in more complex scenarios like the 4th platoon, point to potential overfitting during 

training. This overfitting implies that the model, while highly tuned to the training 

data, may not generalize as effectively to unseen data. Despite this, the consistently 

high R2 values in the test phase affirm the RF model's robust predictive capabilities 

across different platoon scenarios. 
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Figure 18 

Speed profile for a platoon of five vehicles over time with original on (a) test 

and (b) train data 

(a)                                                                 (b) 

 

The figure shows the speed profiles for a platoon of five vehicles equipped with 

Adaptive Cruise Control (ACC) even before facing slope-induced changes, the platoon 

was not in a steady-state condition. The black line indicates the platoon leader, who 

applies cruise control to sustain a consistent pace. However, the following vehicles 

show significant fluctuations in speed, failing to achieve a constant velocity. This 

implies that alterations in slope have a substantial influence on the dynamics of the 

vehicles. The fluctuations in velocity also indicate the influence of string instability, 

whereby the variations in speed of the leader are magnified in the subsequent vehicles. 

The observed dynamics arise from the combined influence of road geometry and string 

instability, posing difficulties in maintaining stable vehicle velocities inside an ACC 

system. 
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Figure 19 

Speed Profile of a Platoon of Five Vehicles Over Time with (a) Gradient 

Boosting and (b) random forest Predictions on Test Data 

(a)                                                                 (b) 

 

Figure 20 

Speed Profile of a Platoon of Five Vehicles Over Time with (a) Gradient 

Boosting and (b) random forest Predictions on Train Data 

(a)                                                                 (b) 
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CHAPTER VI 

Discussion 

5.1 Introduction 

In this regard, it has been noted that the present study has paved a great pathway 

to insights regarding the application of advanced machine learning models through the 

associated connected vehicles in improving road safety and traffic dynamics within 

diverse platoon scenarios. By categorizing data into one, two, three and four-platoon 

scenarios, the research thus successfully analyzed vehicle acceleration and speed 

motion behaviors and pointed out the complexity nature of vehicle interaction in 

platoon formations. In addition, the application of Gradient Boosting (GB) and 

Random Forest (RF) models to predicting acceleration and speed behavior of a vehicle 

had its merits but also came with several shortcomings in the application of these 

models. In the area of vehicle acceleration under GB model training cases, remarkably 

high accuracies were observed in all platoon scenarios with R2 within the range 0.92-

0.98. However, a decrease in performance observed in testing with respect to the 2nd 

platoon scenario for which can be said that there might be an overfitting problem. 

Similarly, RF model indicated almost perfect performance in training mode but 

showed a certain extent of variance from testing mode especially in 2nd platoon 

scenario where the R2 values suddenly dropped. Again, for vehicle speed behavior, the 

GB model elicited exceptional accuracy during training phase where R2 values almost 

achieved 1. 

 However, during testing phase, minimal increments in error metrics were realized 

albeit maintaining a strong predictive ability. For behavior to speed, best characterized 

by training phase perfect R2 and NSE score RF model. Though testing phase error 

metrics increased, it could be inferred that its predictive ability deteriorated for new 

data -that is mostly more complex platoon scenarios, when analyzing a case study of 

five vehicles, the platoon found that there were significant speed fluctuations among 

these following vehicles. In other words, this indicates the impact of string instability 

and road geometry in maintaining stable velocities within an Adaptive Cruise Control 

system before changes caused by slope. These fluctuations indicate the challenges 

which a steady state condition has in platoon dynamics. This is what led to the 
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highlights on the importance of connected vehicles in increasing road safety. The 

posed accuracy levels by the vehicle behavior prediction machine learning models, 

particularly in a platoon extremely, indicate that through connected vehicles, there 

would be a remarkable reduction in accidents. Vehicles fitted with such sensors and 

communication technologies to facilitate information exchange in real-time for 

adequate decision-making become very critical in pre-emptive adjustments to traffic 

conditions and accident-reducing modalities. Summing it up, this research successfully 

demonstrated a complete and nuanced view of vehicle behaviors in platoon scenarios 

with the help of some very effective advanced machine learning models. On one hand, 

it showcases the efficacy of these very models, and on the other, it points out the 

thorough validation of these models along with minor adjustments required in practical 

application. This clearly establishes the promise of connected vehicles, upheld through 

advanced machine learning technologies, to enhance traffic safety and management 

strategies, thereby creating meaningful areas for research consideration as well as 

implementation possibility in intelligent transportation systems. 
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CHAPTER VI 

Conclusion and recommendation 

6.1 Conclusion 

The research undertook an explorative pathway to enrich car-following models 

with advanced machine learning techniques that provide profound insight into their 

application, as well as connected vehicles, to enhance road safety and traffic dynamics 

within a major urban arterial. The research analysis sought to look at the acceleration 

and speed motion behaviors among the vehicles within diverse platoon scenarios thus, 

making it possible to identify the vehicle interaction behavior within the underlying 

platoon formation. 

The critical time-series of simulation provided information in detail relating to the 

dynamic behavior. While the specific nature of the data (e.g., speed, acceleration) isn't 

explicitly specified, this relatively structured format perhaps is meant to indicate that 

the models were successful at capturing the temporal dynamics associated with 

multiple vehicles. The results indicate in detail and comprehensiveness that all the 

tested and training phases of the acceleration and speed prediction model running over 

different conditions and scenarios suggest extensive exploration. Intricate graphs and 

figures on results signified great comprehension and representation of the vehicle 

dynamics involved. However, complexity and depth of data posed some difficulties in 

extracting specific results and figures. 

Gradient Boosting (GB) as well as Random Forest (RF) model was applied to an 

acceleration of prediction as well as the speed behavior of vehicles, exhibiting their 

merits and also some flaw. All platoon scenarios with GB model training cases showed 

a remarkably high accuracy with R² values in the range of 0.92-0.98. However, 

discouraging trends were observed as far as testing is concerned since they exhibited 

a declining trend through all the platoon scenarios and that too from a 1st platoon 

scenario to 2nd one which his highly indicative of overfitting. The RF model, though 

ensured a certain extent of variance from testing mode, also practically exhibited very 

high performance in training mode especially in the case of 2nd platoon where R² 

values suddenly took a drop back. 
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In the training phase, where R² values almost approached 1, the GB model proved for 

great accuracy for vehicle speed behavior. However, in the test phase, little increases 

in error metrics were observed while maintaining an excellent predictive capability. 

The RF model best characterized by perfect R² and NSE scores was the error metrics 

of the training phase who increased in the testing phase indicating the prediction 

capability of the RF may deteriorate for new data, mostly in the more complex platoon 

scenarios. 

this study for five vehicles in a platoon showed that diminution of progressive declines 

in speed was noticeable while the lead vehicle was able to sustain normal speed with 

significant fluctuations in the following vehicles indicating the impact of string 

instability and road geometry to maintain stable velocities within an Adaptive Cruise 

Control system before changes caused by slope. These fluctuations underscore 

challenges in achieving a steady-state condition in platoon dynamics. 

6.2 Recommendation 

 Enhanced Data Interpretation and Model Validation: This should involve 

intensification as well as deepening of data analysis on specific metrics and 

model comparisons. Cross-validation, regularization, or diversifying the 

dataset can enhance the models' generalizability and reliability. 

 Inclusion of Contextual Data: Incorporation of other data in these models could 

highly improve them, as the prediction accuracy would raise highly. For 

example, weather conditions, driver behaviors or even types of roads are some 

contextual data that can improve these predictions. Including or understanding 

the factors in context gives a clear understanding of how adaptable the models 

can be to almost real-world situations. 

 Substantial Real-world Testing: Before being applied to practical use, these 

models must undergo substantial testing in various environmental settings. 

This is necessary so that the model can demonstrate and prove its robustness, 

coherence, and adaptability to real-world complexities and uncertainties. 

 On Going Research and Development: Machine learning has gained so much 

pace and its applications in intelligent transportation systems that even today, 
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many open research questions exist in the area. In the future, new models, 

algorithms, and optimization techniques will have to be considered by the 

researchers for handling emerging challenges within the same domain. These 

recommendations may provide valuable insights for future research to 

contribute to developing safer, more efficient and intelligent transportation 

systems in efforts towards integrating connected vehicles, advanced machine 

learning technologies, and the potential that both fields yield. 
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