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Abstract 

Optimizing Dynamic Voltage Restorers with Bee Optimization Algorithm for 

Enhanced Power Quality in Modern Grids 

Tamson, Nezif 

PhD, Department of Electrical and Electronic Engineering 

January 2025, 91 pages 

 

 This research advances Dynamic Voltage Restorer (DVR) optimization for 

enhanced power system reliability and quality through the Bee Optimization 

Algorithm (BOA), with a particular focus on addressing the complexities introduced 

by renewable energy integration. By singularly prioritizing Total Harmonic 

Distortion (THD) minimization, our study directly tackles a fundamental aspect of 

power quality, grounding our approach in both practical relevance and theoretical 

robustness. Through detailed Python-based simulations, we model a variety of grid 

disturbances, demonstrating the BOA’s capacity to adaptively optimize DVR 

performance, significantly reducing THD and improving the power quality across the 

multiple scenarios. Our findings not only confirm the BOA’s effectiveness in 

maintaining stability of the voltage levels and power quality in smart grids it also 

highlights the potential of nature-inspired algorithms. This work provides a 

comprehensive justification for the focused use of THD as an optimization criterion, 

laying the groundwork for future explorations into multi-objective optimization 

strategies that could further refine DVR efficiency and adaptability. The study 

illuminates new paths for integrating advanced optimization techniques into power 

system management, promising broader implications for the sustainability and 

resilience of future energy infrastructures. 

 

Keywords: dynamic voltage restorers (DVR), bee optimization algorithm (BOA), 

power quality, total harmonic distortion (THD), voltage stability.  
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Özet  

Modern Şebekelerde Gelişmiş Güç Kalitesi için Dinamik Voltaj 

Regülatörlerinin Arı Optimizasyon Algoritması ile Optimize Edilmesi 

Tamson, Nezif 

Doktora, Elektrik ve Elektronik Mühendisliği Anabilim Dalı  

Ocak 2025, 91 sayfa 

 

 Bu çalışma, yenilenebilir enerji entegrasyonunun getirdiği karmaşıklıkların 

ele alınmasına özellikle odaklanarak, Arı Optimizasyon Algoritması (AOA) yoluyla 

gelişmiş güç sistemi güvenilirliği ve kalitesi için Dinamik Voltaj Regülatörü (DVR) 

optimizasyonunu geliştirmek üstünedir. Toplam Harmonik Bozulmanın (THD) en 

aza indirilmesine özel olarak öncelik veren çalışmamız, doğrudan güç kalitesinin 

temel bir yönünü ele alıyor ve yaklaşımımızı hem pratik uygunluk hem de teorik 

sağlamlık temeline oturtuyor. Python tabanlı detaylı simülasyonlar aracılığı ile 

BOA'nın DVR performansını uyarlamalı olarak optimize etme kapasitesini 

göstererek çeşitli şebeke bozulmalarını modelliyoruz ve birden fazla senaryoda 

THD'yi önemli ölçüde azaltarak güç kalitesini artırıyoruz. Bulgularımız yalnızca 

BOA'nın voltaj kararlılığını ve güç kalitesini korumadaki etkinliğini doğrulamakla 

kalmıyor, aynı zamanda akıllı şebeke optimizasyonunda doğadan esinlenmiş 

algoritmaların potansiyelinin de altını çiziyor.Bu çalışma, THD'nin bir optimizasyon 

kriteri olarak kullanımına yönelik odaklanılmış kapsamlı bir gerekçe sunmakta ve 

DVR’ın verimliliğini ile uyarlanabilirliğini daha da iyileştirebilecek çok amaçlı 

optimizasyon stratejilerine yönelik gelecekteki araştırmalar için zemin 

hazırlamaktadır. Bu çalışma, ileri optimizasyon tekniklerini güç sistemi yönetimine 

entegre etmek için yeni yolları aydınlatmakta ve gelecekteki enerji altyapılarının 

sürdürülebilirliği ve dayanıklılığı için daha geniş kapsamlı sonuçlar vaat etmektedir. 

 

Anahtar kelimeler: dynamic voltage restorers (DVR), bee optimization algorithm 

(BOA), power quality, total harmonic distortion (THD), voltage stability. 
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Chapter I 

Introduction 

 In recent decades, driven by global initiatives like the Kyoto Protocol, there 

has been a substantial increase in the use of renewable energy sources, particularly 

solar and wind power, to meet the growing global energy demand. These sources, 

while essential for reducing greenhouse gas emissions, pose unique challenges when 

integrated into existing power grids, especially in isolated and geographically 

constrained regions such as island nations. Renewable energy sources are typically 

connected to low and medium voltage distribution networks, and their intermittent 

nature, due to reliance on weather conditions, can lead to frequent disturbances in the 

power supply. 

 This transition to renewable energy has highlighted the limitations of 

traditional power distribution systems, which were designed primarily for 

centralized, fossil-fuel-based generation. These conventional grids lack the flexibility 

and robustness needed to handle the variability and unpredictability introduced by 

renewables. As a result, issues such as voltage sags, voltage swells, and other power 

quality disturbances are becoming increasingly common, particularly in systems with 

high penetration of renewables. This, in turn, impacts the reliability and stability of 

the grid. 

 One of the most critical concerns arising from these disruptions is the 

degradation of power quality, especially in terms of increased Total Harmonic 

Distortion (THD). THD can lead to inefficiencies, equipment malfunctions, and 

potential damage to sensitive electrical devices. Moreover, the introduction of 

nonlinear loads, often associated with renewable energy systems and modern 

electronic devices, exacerbates the harmonic distortion issue, further straining the 

grid infrastructure. 

 In isolated grids, such as those found on islands, the challenges are 

particularly acute due to limited interconnections with larger grid systems. These 

grids often rely heavily on a mix of conventional generation methods and renewable 

sources, making them more vulnerable to voltage fluctuations, frequency instability, 

and harmonics. Without adequate control mechanisms, such as Dynamic Voltage 
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Restorers (DVRs) and optimized protection systems, these grids face significant risks 

of power quality degradation (Johnson & Lee, 2021). 

 Therefore, there is a growing need to develop innovative solutions to mitigate 

these power quality issues. This research aims to address this problem by optimizing 

the performance of DVRs using the Bee Optimization Algorithm (BOA), with the 

primary objective of reducing THD, improving voltage stability, and enhancing 

overall power quality in grids with high renewable energy integration. By doing so, 

the research seeks to contribute to the design of more resilient, reliable, and efficient 

power distribution systems capable of meeting the challenges posed by modern 

energy demands (Rikos &Tselepis & Hoyer-Klick & Schroedter-Homscheidt, 

Sept.2008). 

Statement of the Problem 

The increasing integration of renewable energy sources into isolated 

microgrids, while essential for sustainable development, presents significant power 

quality challenges, particularly regarding THD. The intermittent nature of 

renewables like solar and wind, coupled with the rise in nonlinear loads, leads to 

frequent disturbances and voltage fluctuations that affect grid stability and reliability. 

Isolated microgrids, such as those in remote regions or island nations, are especially 

vulnerable due to their limited connectivity to larger power systems. Current 

solutions often rely on traditional battery storage systems, which can be costly and 

have limitations in managing THD effectively. Thus, there is an urgent need for 

advanced control strategies that can dynamically address power quality issues in real-

time, without solely depending on battery systems. This research aims to fill this gap 

by optimizing DVRs using the BOA to reduce THD and enhance voltage stability in 

isolated microgrids, paving the way for resilient, high-quality power distribution in 

grids with substantial renewable penetration. 

Purpose of the Study 

 The main purpose of the study is to build and implement an optimization 

framework for DVRs utilizing the BOA to increase the power quality in modern 

grids, specifically targeting power quality problems such as THD and voltage 
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fluctuations. This purpose includes several specific objectives that guide the 

research: 

1. To Analyze Power Quality Issues: A comprehensive analysis of power 

quality issues in conventional and renewable-integrated power grids is essential 

for understanding the underlying problems. This study aims to investigate the 

extent and impact of THD and voltage fluctuations, identifying the primary 

sources and conditions that exacerbate these issues. By conducting a thorough 

literature review and collecting data on existing power quality challenges, the 

research seeks to build a solid foundation for the subsequent optimization 

efforts. 

2. To Optimize DVR Performance: The core focus of this study is to utilize the 

BOA to determine the optimal settings and configurations for DVRs. This 

involves developing mathematical models that capture the dynamics of power 

quality disturbances and employing the BOA to find solutions that effectively 

reduce THD and enhance voltage stability. By optimizing DVR performance, 

the study aims to demonstrate the practical applicability of the algorithm in real-

world scenarios. 

3. To Simulate Real-World Scenarios: To ensure the robustness of the 

proposed optimization framework, the study will model a range of grid 

scenarios, including varying load conditions and integration levels of renewable 

energy sources. This approach allows for the evaluation of the effectiveness of 

the optimized DVR configurations in diverse operational environments. Through 

extensive simulations, the study will assess how well the BOA can adapt to 

different conditions and the implications for power quality management. 

4. To Provide Practical Recommendations: A significant outcome of this 

research is to offer actionable insights and recommendations for utilities and grid 

operators regarding the implementation of DVR systems. This includes 

emphasizing the importance of using optimization algorithms for enhanced 

power quality management. The study aims to bridge the gap between 

theoretical research and practical application, equipping stakeholders with the 

knowledge needed to effectively address power quality challenges. 
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5. To Contribute to Knowledge: By exploring the synergy between 

optimization techniques and power quality enhancement technologies, this study 

seeks to add to the existing body of knowledge in power systems. It aims to 

establish a comprehensive framework for understanding how optimization 

algorithms can be employed to improve power quality, ultimately leading to a 

more resilient and sustainable energy infrastructure. 

6. To Explore Policy Implications: Acknowledging the evolving energy 

landscape, the aim of the study is identified and discuss the policy containment of 

adopting improved DVR systems and optimization strategies. The research will 

provide information that can inform policymakers and regulatory agencies in 

developing standards and guidelines for power quality management in modern 

grids, highlighting the potential for improving power quality and providing 

economic benefits. 

Significance of the Study 

 Power quality issues, particularly THD and voltage sag and swells, pose 

significant challenges for conventional power grids, especially those that are isolated 

and integrate various renewable energy sources. As the energy landscape evolves 

with the increasing adoption of distributed generation, ensuring high power quality 

has become essential for the efficient and reliable operation of electrical systems. 

The significance of this study is multi-faceted, addressing several critical aspects of 

power quality management: 

1. Enhanced Grid Stability: Power quality disturbances can lead to severe 

consequences such as equipment malfunction, increased operational costs, and 

outages. By targeting the reduction of THD and voltage fluctuations, this study 

seeks to enhance grid stability, which is paramount for the reliable delivery of 

electricity. Improved stability not only protects sensitive equipment but also 

fosters consumer trust and satisfaction in the reliability of power supply. 

2. Sustainable Energy Utilization: The global shift toward renewable energy 

sources is essential for achieving sustainability goals. However, the intermittent 

nature of renewable energy can exacerbate power quality issues. This research 
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provides a systematic approach to effectively manage these challenges, 

promoting the integration of renewables into the energy mix without 

compromising power quality. By optimizing DVR performance, the study 

encourages the sustainable utilization of renewable resources, ultimately 

contributing to climate change mitigation efforts. 

3. Advancements in Control Strategies: The application of the BOA in 

optimizing DVR operations represents a significant advancement in control 

strategies for power systems. This study not only enhances theoretical knowledge 

about the effectiveness of BOA but also contributes practical solutions for its 

application. By demonstrating how optimization algorithms can enhance the 

performance of DVRs, the study paves the way for future innovations in power 

quality management. 

4. Economic Benefits: Improving power quality has direct economic 

implications for both utility providers and consumers. Reduced losses due to 

harmonic distortion and voltage irregularities can lead to substantial savings. For 

utilities, this means lower operational costs and improved asset utilization, while 

consumers benefit from a more stable and reliable power supply. By providing a 

framework for optimizing DVR systems, this study aims to highlight the 

economic advantages of investing in advanced power quality solutions. 

5. Foundation for Future Research: This research provides the basis for future 

work in the field of power quality management. The findings and methodologies 

presented can inspire further exploration into advanced control strategies for 

DVRs, including the integration of machine learning, artificial intelligence, and 

adaptive techniques. As the energy sector continues to evolve, this study will 

serve as a reference point for researchers seeking innovative solutions to 

emerging power quality challenges. 

6. Policy and Regulation Contribution: As power quality issues become more 

apparent, regulatory and policymakers must increasingly establish guidelines 

and standards to ensure adequate power quality levels. This study’s findings can 

inform regulatory discussions by providing evidence-based recommendations for 
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implementing DVR systems and optimizing their performance, ultimately 

guiding policy changes that enhance grid resilience. 

 

Limitations 

1. Simulation-Only Approach 

The research is based on software simulations that provided valuable insights 

but did not fully capture the complexities of real-world power systems. In the 

simulated environment, factors such as physical system dynamics, 

environmental conditions, and unexpected operational scenarios may not be 

accurately represented. 

 2.   Idealized Models 

The models preferred in the simulations may have simplified assumptions 

regarding electrical loads, voltage profiles, and system configurations. These 

assumptions can restrict the generalizability of the results and may not reflect 

the diverse range of conditions found in the practical implementation. 

3.    Lack of Experimental Validation 

Without any experimental validation, the effect of the optimized DVR 

configuration remains untested in real-world settings. This restricts the ability 

to determine the stability and reliability of the proposed solutions under 

varying load conditions and grid disturbances. 

4.   Scope of Nonlinear Load Types 

The study may have focused on a limited set of nonlinear load models, which 

could restrict the applicability of the results. Real-world power systems often 

comprise a wide variety of nonlinear devices, each with unique characteristics 

that could impact the performance of the DVR. 

5.   Parameter Sensitivity 

The optimization process may be sensitive to specific parameters and 

configurations used in the BOA. Variations in parameter settings could lead 

to different results, making it challenging to establish definitive conclusions 

about the algorithm's effectiveness across various scenarios. 
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6.    Time Constraints in Optimization 

While the simulation enables for fast testing and optimization, the time 

constraints and computational restrictions may have impacted the rigorous of 

the optimization process. More comprehensive or extended simulation studies 

may perform better results but it can require extra computational resources. 

7.    Scalability Issues 

The approach developed may not easily scale to larger systems or more 

complex grid configurations. Future work may need to address scalability to 

ensure that the proposed optimization techniques can be applied effectively in 

diverse grid environments. 

8.    Limited Real-Time Application 

The lack of a real-time implementation means that the proposed solutions 

have not been tested for responsiveness to dynamic changes in power quality 

or load conditions. This may affect the practicality and effectiveness of 

implementing the DVR control strategy in live systems. 
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Chapter II 

Literature Review 

 

 In this section, power quality problems in the literature and in particular, studies 

on reducing the THD have been described. 

 Power problems defined by globally accepted standarts such as Institute of 

Electrical and Electronics Engineers (IEEE) and International Electrotechnical 

Commission (IEC) are defined in detailed below (Khalid & Dwivedi, 2011). 

 These power quality problems can be listed as: voltage sag, voltage swell, 

transient, flicker, voltage unbalance, frequency deviation, interruption and harmonics.  

Each and every of these problems explained in detail and illustrated separately.  

 

Power Quality Problems 

 The Figure 1 below illustrates the normal waveform of the voltage. This is a 

normal situation that is expected to be observed in the modern grids. This is the 

situation that supposed to be observed without any power grid quality problems. 

 

Figure 1. 

Normal Waveforum 

 

Figure 1 The ideal sinusoidal voltage waveform without any power quality 

 

 Figure 2 shows the Voltage Sag which is also known as ‘’voltage dip’’ and it 

is a reduction in the Root Mean Square (RMS) voltage in the range of 0.1 to 0.9 per-

unit (pu) for duration greater than half a mains cycle and less than 1 minute. Caused 

by faults, increased load demand and transitional events such as large motor starting. 
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Figure 2. 

Voltage Sag 

 

Figure 2 The waveform that has Voltage Sag 

 

 Figure 3 shows Voltage Swell which defines as the increase in the RMS 

voltage in the range of 1.1 to 1.8 pu for a duration greater than half a mains cycle and 

less than 1 minute. Caused by system faults, load switching and capacitor switching 

 

Figure 3. 

Voltage Swell 

 

Figure 3 The waveform that has Voltage Swell 

 

 Figure 4 shows the Transient, which is a temporary change in the supply 

voltage or load current that is not desirable. 

Two categories are commonly used to categorize transients: impulsive and 

oscillatory. 
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Figure 4. 

Transient

 

Figure 4 The waveform that has Transient  

  

 Figure 5 shows the Flicker, which is a term used to describe the visual effect 

of small voltage variations on electrical lighting equipment (particularly tungsten 

filament lamps). The frequency range of disturbances affecting lighting appliances, 

which are detectable by the human eye, is 1-30 Hz. 

  

Figure 5. 

Flicker 

 

Figure 5 The waveform that has Flicker 
 

 

 Figure 6 shows the Voltage Unbalance, which is defined as a deviation in the 

magnitude and/or phase of one or more of the phases, of a three-phase supply, with 

respect to the magnitude of the other phases and the normal phase angle (120°). 

  

Figure 6. 

Voltage Unbalance 

 

Figure 6 The waveform that has Voltage Unbalance 
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 Figure 7 shows the Frequency Deviation, which is a variation in frequency 

from the nominal supply frequency above/below a predetermined level, normally 

±0,1%. 

 

Figure 7. 

Frequency Deviation 

 

Figure 7 The waveform that has Frequency Deviation 

 

 

Figure 8 shows the Interruption, which also known as an outage that lasts longer than 

one minute. 

 

Figure 8. 

Interruption 

 

Figure 8 The waveform that has Interruption 

 

 

 Figure 9 shows the harmonics, which are periodic sinusoidal distortions in the 

supply voltage or load current, typically caused by non-linear loads. These 

distortions are expressed as integer multiples of the fundamental supply frequency. 

By applying Fourier series analysis, the distorted waveform can be broken down into 

its individual frequency components, characterized by their harmonic order, 

magnitude, and phase. Researchers investigate the challenges posed by low-

frequency effects generated by mains-connected appliances, with a particular focus 

on the influence of harmonics and flicker. Additionally, the discussion highlights the 
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regulatory measures established to control and reduce harmonic distortion in power 

systems, emphasizing how these standards help address power quality issues linked 

to such effects (Stones & Collinson, 2001). 

 

Figure 9. 

Harmonics 

 
Figure 9 The waveform that has Harmonics 

 

 

Table 1.  

 Power Quality Problems and Their Effects on End Users 

 

Power Quality 

Problems 

Definations Cause Effect to End 

User 

 

Voltage Sag 

Decrease in the 

voltage level of %10 

and %90 of the rated 

RMS value with a 

duration up to 1 

minute. 

Transmission line 

faults, energizing 

large motors, 

incorrect VAR 

compensation, heavy 

load starting, solar 

insolation change. 

 

Processing 

error,data loss, 

component 

failure 

 

Voltage Swell 

Increase in the voltage 

level of %10 and %90 

of the rated RMS 

value with a duration 

up to 1 minute. 

Energizing a large 

capacitor, switching 

of a large load, 

incorrect VAR 

compensation 

Data loss and 

data error, 

flickering of 

screens. 

 

A Transient 

A brupt change in 

voltage and current 

usually for duration 

less than the period of 

power systems voltage 

and current signal (50-

60 Hz). 

Shut down of 

heavily loaded 

circuits, switching 

operation, faults, 

lightning 

Interrupts 

protection 

systems, less 

voltage handling 

capabilities 
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Table 1 

(continued) 

   

 

Harmonics 

 

Distorted waveform is 

obtained. 

Fluorescent 

lightning, nonlinear 

load. 

Line current 

increase,transfor

mer and neutral 

line heating. 

 

 

Flicker 

 

 

A perceptible change 

in light density. 

 

Arc furnace, voltage 

fluctuations on 

utility transmissions 

and distribution 

system 

Visual irritation, 

introduction of 

many harmonic 

components in 

the supply 

power and their 

associated 

equipment. 

Voltage 
Unbalance 

Three phase voltage 

variation in terms of 

magnitude. 

Start up large single 

phase load , 

incorrect 

distribution. 

Three phase 

loads are 

affected. 

 

Frequency 

Deviation 

 

A change in the 

frequency stability. 

Changes in the 

mechanical power 

input, the electrical 

power output or the 

grid frequency 

 

The quality and 

clarity. 

 

An 

Interruption 

Decrease in the 

voltage level less than 

%10 of the rated RMS 

value with a duration 

up to 1 minute. 

 

Faults, insulation 

failure, storms, 

lightning. 

Computers and 

devices shut 

down, disk drive 

crash. 

 

 

 

 One of the most significant measurement indices used in these standards to 

assess power system quality in a methodical and comparable manner is harmonic 

distortion, which contributes to higher power system quality and lower distortion 

levels. Harmonic distortion refers to the distortion factor of a voltage or current 

waveform with respect to a sine wave.  THD is the percentage of the signal energy 

difference from the fundamental component, which is typically the dominant 

component in power systems, particularly when it comes to voltage or current.   

  

 The heating effect of harmonics is measured relative to the fundamental 

frequency. Low-level harmonics, which are less likely to cause disruptive effects, are 

typically found in utility networks, whereas higher-level harmonics, which have a 
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higher potential for disturbance, are common near large industrial sites. Harmonic 

standards set limits on voltage distortions, with EN 50160 stipulating that these 

levels should stay within permissible limits for 95% of 10-minute averages over a 

week. RMS voltage of an AC source supplying a nonlinear load generating 

harmonics of order h is given by (EN 50160, 2005). 

𝑉𝑟𝑚𝑠 =
1

√2
√𝑉1

2 + 𝑉2
2 + 𝑉3

2 + ⋯ + 𝑉ℎ𝑚𝑎𝑥

2 = √𝑉1,𝑟𝑚𝑠
2 + 𝑉2,𝑟𝑚𝑠

2 + 𝑉3,𝑟𝑚𝑠
2 + ⋯ + 𝑉ℎ𝑚𝑎𝑥 ,𝑟𝑚𝑠

2                (1) 

𝑉1,𝑉2 .. , 𝑉ℎ refer to peak magnitudes of fundamental, second and highest order 

current harmonics. The equivalent rms value of the current is given by  

𝐼𝑟𝑚𝑠 =
1

√2
√𝐼1

2 + 𝐼2
2 + 𝐼3

2 … + 𝐼ℎ𝑚𝑎𝑥

2 =√𝐼1,𝑟𝑚𝑠
2 + 𝐼2,𝑟𝑚𝑠

2 + 𝐼3,𝑟𝑚𝑠
2 … 𝐼ℎ𝑚𝑎𝑥,𝑟𝑚𝑠

2  (2) 

THDs are referred to the fundamental values of voltage and currents. Voltage and 

current THDs are given by  

𝑇𝐻𝐷𝑣 = (√∑ 𝑉ℎ,𝑟𝑚𝑠
2ℎ𝑚𝑎𝑥

ℎ>1 ) /𝑉1 =
√𝑉2,𝑟𝑚𝑠

2 +𝑉3,𝑟𝑚𝑠
2 +⋯+𝑉ℎ𝑚𝑎𝑥,𝑟𝑚𝑠

2  

𝑉1
   (3) 

𝑇𝐻𝐷𝑖 = (√∑ 𝐼ℎ,𝑟𝑚𝑠
2ℎ𝑚𝑎𝑥

ℎ>1 ) /𝐼1 =  
√𝐼2,𝑟𝑚𝑠

2 +𝐼3,𝑟𝑚𝑠
2 +⋯+𝐼ℎ𝑚𝑎𝑥,𝑟𝑚𝑠

2

𝐼1
    (4) 

Voltage and current harmonics vary from h=2 to ℎ𝑚𝑎𝑥 and 𝑉1 or 𝐼1 refer to rms 

values of fundamental voltages or currents. RMS value of a distorted voltage and 

current waveforms are given by  

𝑉𝑟𝑚𝑠 = √∑ 𝑉ℎ
2ℎ𝑚𝑎𝑥

ℎ=1   = √𝑉1
2 + ∑ 𝑉ℎ

2ℎ𝑚𝑎𝑥
ℎ>1       (5) 

𝐼𝑟𝑚𝑠 = √∑ 𝐼ℎ
2ℎ𝑚𝑎𝑥

ℎ=1   = √𝐼1
2 + ∑ 𝐼ℎ

2ℎ𝑚𝑎𝑥
ℎ>1       (6) 

where 𝑉ℎ and 𝐼ℎare RMS value of harmonic components. The RMS values of 

voltages and currents of distorted waveforms may be related to THD by 

𝑉𝑟𝑚𝑠 = 𝑉1√1 + (𝑇𝐻𝐷/100)2 = 𝑉1√1 + 𝑇𝐻𝐷𝑝𝑢
2      (7) 

𝐼𝑟𝑚𝑠 = 𝐼1√1 + (𝑇𝐻𝐷/100)2 = 𝐼1√1 + 𝑇𝐻𝐷𝑝𝑢
2      (8) 
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Value of THD may be in percent in first part of pu in second part. For the original 

data the RMS values of voltages and currents are estimated by (Reddy & Rao, 2013), 

𝑉𝑟𝑚𝑠 = √
1

𝑁
∑ 𝑉𝑖

2, 𝐼𝑟𝑚𝑠 = √
1

𝑁
𝐼𝑖

2,  Time domain data,    (9) 

𝑉𝑟𝑚𝑠 = √∑ 𝑉ℎ
2

ℎ + 𝑉𝐷𝐶 ,  𝐼𝑟𝑚𝑠 = √∑ 𝐼ℎ
2

ℎ , Frequency domain data  (10) 

 

 This section has described formulas and mathematical representation of THD 

and RMS values in detail. The following section will elaborate the works and efforts 

carried out to expose possible insights and solutions to resolve THD level in grid 

voltage. 

 

Comparative Survey of Methods to Reduce THD Level in Modern Grids 

 This section elaborates the researchers conducted to reduce THD level in 

modern grids. The corresponding obtained results examined in detail 

chronologically. 

 

 The Table 2 below shows the research efforts carried out by different 

researchers in chronological order. The content of each and every of these researches 

also elaborated in detail in the following subsections. 

 

Table 2.  

Chronological Order of Researches Conducted to Resolve THD Level 

 
 

     Method 

 

Period 

 

Description 

Approximate 

THD Level 

 

References 

 

 

Passive Filters 

 

1920s-

1960s 

 

LC filters that 

eliminate specific 

harmonic 

frequencies by 

resonant effects. 

 

 

5-15% 

 

 

(E.A.Laws, 

1927) 
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Table 2  

(continued) 

    

  

Active Power 

Filters (APFs) 

  

1970s-

1990s 

Devices that 

dynamically adjust 

to various 

harmonic orders 

for compensation. 

 

1-5% 

  

(H. Akagi,1996) 

 

 

PWM Converters 

  

1980s-

1990s 

Techniques that 

modify pulse 

widths to create 

smoother 

waveforms, 

reducing 

harmonics. 

 

2-10% 

  

(L. Gyugyi, 

1984) 

   

Multi-Level 

Inverters 

 

1990s-

2000s 

Systems that 

generate stepped 

output voltages to 

approximate a 

sinusoidal 

waveform. 

 

< 3% 

   

(J.Rodriguez et 

al., 2002) 

     

  

Custom Power 

Devices 

  

1990s-

2000s 

Solutions that 

combine several 

technologies to 

enhance power 

quality and 

mitigate 

harmonics. 

  

< 3% 

 

(M.F Mc. 

Granaghan,2000) 

 

Resonant and 

Hybrid Filters 

  

2000s-

2010s 

A mix of passive 

and active filters 

designed for broad 

harmonic 

mitigation. 

 

< 3% 

 

(A.Bhattacharya, 

2000) 

 Battery Energy 

Storage Systems    

(BESS) 

2010s-

present 

ESS that actively 

filter harmonics 

while providing 

energy. 

  

< 2% 

  

(F. Blaabjerg et 

al., 2006) 

  

Predictive/Adaptive 

Controls 

  

2010s-

present 

Advanced control 

techniques that 

adapt in real time 

to varying 

conditions for 

harmonic 

reduction. 

 

< 2% 

  

(P. Karupannan, 

2011) 
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Table 2  

(continued) 

    

  

Microgrid 

Integration 

  

2010s-

present 

Systems that 

manage harmonics 

in microgrids with 

embedded 

renewable sources. 

    

< 3% 

 

(D.C.Yu,2020) 

     

Optimization 

Algorithms 

 

2020s-

present 

Computational 

methods to design 

and optimize THD 

reduction 

techniques. 

        

< 1% 

 

(J.Zhang et al., 

2019) 

 

Early Recognition and Passive Filters (1920s-1960s) 

 The widespread adoption of non-linear and electronically switched loads has 

resulted in growing voltage and current harmonic distortions within industrial 

distribution systems. These harmonics can lead to equipment malfunctions and 

overheating within the system. Additional issues include transformer heating, 

overloads, meter inaccuracies, and failures in power cables. To address these 

challenges, harmonic mitigation has become essential for both utilities and 

consumers. One of the earliest techniques for mitigating harmonics is the use of 

passive filters. Researchers recognized the issue of harmonics in power systems, 

particularly in devices like transformers and arc furnaces, setting the stage for 

harmonic mitigation (Steinmetz, 1917). 

 Shunt passive filter is the most common type of filters in use. There are 

multiple types of shunt passive filters in the literature. These are shown in the figure 

below. The shunt connections of these filters to the system provide a low impedance 

path for the flow of harmonic current. Due to the higher cost of series filters and the 

ability of shunt filters to provide reactive power at the fundamental frequency, a 

shunt passive filter is a more practical choice for harmonic filtering. Passive filters 

could reduce THD to 5-8% in systems with nonlinear loads (Laws, 1927). 
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Figure 10. 

Types of Passive Filters  

 

 

 Active Filters and Power Electronics (1970s – 1990s) 

 Traditionally, passive filters with tuned LC components have been used to 

enhance power factor and absorb harmonics in power systems, due to their 

simplicity, affordability, and high efficiency. However, these filters can encounter 

series and parallel resonance issues with the source impedance, and variations in 

source impedance can also impact the filter's effectiveness. To address these 

limitations, active power filters were developed (Cividino, 1992). 

 Originally introduced in the early 1970s for harmonic compensation, active 

power filters were not initially feasible for real-world power systems due to the lack 

of high-power, high-speed switching devices. By the 1980s, advancements in power 

electronics enabled extensive research into active filters and their practical 

applications. Today, these devices are widely deployed for multiple purposes, 

including harmonic compensation for non-linear loads, isolation of harmonics 

between utilities and consumers, harmonic damping in distribution systems, reactive 

power and negative-sequence compensation, and flicker reduction. 
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 The operation of an active filter involves continuous monitoring and 

conditioning of distorted currents generated by non-linear loads. The filter produces 

harmonic currents with a 180-degree phase shift, effectively canceling harmonic 

components so that only the fundamental component flows from the load’s common 

coupling point. The filter used in simulations here is based on an inverter connected 

in parallel with the load, utilizing a voltage-source configuration with control based 

on p-q control theory (Akagi, 1996; Morán & Dixon, 2007; Zamora & Mazon & 

Eguia & Albizu & Sagastabeitia & Fernandez, 2003).   

 

  Types of Active Filters. 

 1. Shunt Active Filters. These are connected parallel to the load and work by 

injecting a current that is equal in magnitude but opposite in phase to the harmonics, 

effectively canceling them out in the system. 

Figure 11. 

Shunt Active Filter  

 

 

 2. Series Active Filters. Connected in series with the load, they focus on 

correcting voltage harmonics and are especially useful for compensating voltage sags 

and swells. 
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Figure 12.  

Series Active Filter 

 

 

Pulse Width Modulation (PWM) Converters (1980s -1990s) 

 PWM is a technique for controlling the amount of power delivered to an 

electrical load by varying the width of the pulses in a pulse train, while keeping the 

frequency constant. Essentially a series of "on" and "off" signals, the pulses are 

quickly switched to create an average output voltage that corresponds to a desired 

value. This method is commonly used in power electronics, especially in converters, 

for energy management and effective power control (Hingorani & Gyugyi, 2000; 

Mahesh & Patel1 & Ankit & Patel2 & Dhaval & Vyas3 & Ketul & Patel4, 2009, 

May). 

 This modulation is used in converter devices which converts AC to DC or DC 

to AC, to manage the frequency or voltage of an AC source, or to regulate the output 

voltage in DC circuits. These converters are essential for applications such as motor 

drives, renewable energy systems, and Uninterruptible Power Supplies (UPS). They 

are preferred because of their high efficiency, precise control, and flexibility in 

power electronic applications (Bose, 2002; Mohan & Undeland & Robbins, 1995). 
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Working of PWM Converters 

 In PWM converters, a switching element is turned on and off at high 

frequency to create a series of voltage pulses. Semiconductors such as insulated gate 

bipolar transistors (IGBTs) or metal oxide semiconductor field effect transistors 

(MOSFETs) are usually used as switching elements. By varying the on-time of each 

pulse, the output voltage can be adjusted as needed. For example: 

- In DC-DC converters (like buck or boost converters), PWM is used to regulate 

output voltage by adjusting the duty cycle (the ratio of on-time to the total 

period). 

- In AC-DC converters (like rectifiers), PWM enables control over the output 

waveform by switching in sync with the AC signal, reducing harmonic distortion. 

- In inverters (DC-AC converters), PWM helps synthesize an AC output from a 

DC input with high accuracy and minimized harmonic content. 

 

Advantages of PWM 

- High Efficiency: PWM converters are highly efficient because the switching 

elements (transistors) only dissipate significant power during transitions, and most of 

the time they are either fully on or fully off, minimizing energy losses. 

- Reduced Harmonic Distortion: PWM allows for the generation of cleaner signals 

by synthesizing the desired waveform closely, which helps in reducing harmonics in 

the output, making it suitable for applications with stringent power quality 

requirements. 

- Precise Control: The duty cycle can be finely adjusted, allowing for precise 

control over the output voltage or frequency, which is especially beneficial in motor 

control applications. (Bose, 2002) 

- Scalability and Versatility: PWM converters can operate in a wide range of power 

levels and can easily adapt to various applications, from small electronics to 

industrial power systems. (Mohan & Undeland & Robbins, 1995) 
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Disadvantages of PWM:  

- Electromagnetic Interference (EMI): The high-frequency switching involved in 

PWM generates electromagnetic noise, which can interfere with other nearby 

electronic devices. 

- Thermal Management Requirements: Although the devices are efficient, the 

rapid switching can cause localized heating, requiring careful thermal management to 

prevent device failure. 

- Switching Losses at High Frequencies: At very high switching frequencies, the 

efficiency advantage can diminish as switching losses become more significant 

(Hart, 2010). 

- Complex Control: Implementing PWM control, especially in applications with 

high power or precision requirements, can be complex and requires advanced 

controllers to manage the switching elements effectively. 

The key factors to consider when comparing various PWM techniques include: 

- Minimizing the switching losses 

- Efficient use of the DC power supply, allowing for higher output voltage with 

the same DC input.  

- Ensuring good linearity in voltage and/or current control. 

- Reducing harmonic distortion in the output voltage and/or current, 

particularly in the low-frequency range. 

 Basic PWM Techniques. The basic PWM techniques are:  

Single Pulse Width Modulation. This technique uses a single pulse per half-cycle to 

control the output voltage. The pulse width adjusts with the desired output voltage, 

but harmonics can be higher at lower modulation indexes (Mohan & Undeland & 

Robbins, 1995).  

Multi Pulse Width Modulation. By adding multiple pulses per half-cycle, this 

technique allows more control over output voltage and reduces harmonic content 

compared to Single Pulse Width Modulation (Hart, 2010). 
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Sinusoidal Pulse Width Modulation. In this technique, the width of each pulse is 

modulated according to a reference sinusoidal signal, creating a smoother output and 

reducing lower-order harmonics significantly (Holtz, 1992). 

 

 Advanced PWM Techniques. Advancements in the technology have led 

researchers to propose various advanced modulation techniques. Here are the 

advanced PWM techniques that have been conducted in the literature (Bose, 2002; 

Holtz, 1992)  

Trapezoidal Modulation. Trapezoidal modulation creates a trapezoidal waveform by 

combining constant and ramped voltage segments, approximating a sinusoidal 

waveform with reduced harmonic content. 

Staircase Modulation. Staircase modulation approximates a sine wave by creating a 

sequence of stepped voltage levels in each half-cycle, reducing harmonic distortion 

as steps increase. 

Stepped Modulation. Similar to staircase modulation but with fewer, larger voltage 

steps per half-cycle. Common in multi-level converters for lower switching 

frequencies. 

Harmonic Injection Modulation. This method injects specific harmonic frequencies, 

such as the third harmonic, to improve the output waveform, increasing voltage 

utilization. 

Delta Modulation. Delta modulation dynamically adjusts pulse width based on the 

difference between the reference signal and the carrier, suitable for high-speed, low-

distortion applications. 

Space vector Modulation (SVPWM). SVM synthesizes the reference voltage vector 

by switching between three-phase inverter states, optimizing voltage output and 

reducing harmonic distortion. 

 Random PWM. Random PWM varies the switching frequency randomly within a 

defined range to spread harmonics over a wider frequency band, reducing audible 

noise.  
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Multilevel Inverters (1990s – 2000s) 

 Multilevel inverters (MLI’s) defined as a power electronic device that 

designed to generate a staircase output voltage waveform from multiple voltage 

levels. These devices use semiconductor switches and various voltage sources to 

create a waveform that closely approximates a sinusoidal waveform. The purpose of 

the multilevel inverters is to improve the quality of power conversion in high-power 

applications by reducing the THD and switching losses compared to conventional 

two-level inverters. Researchers provides a comprehensive review of multilevel 

inverter topologies, control strategies and their key applications (Rodriguez & Lai & 

Peng, 2002; Rodriguez & Lai & Peng, 2019; Díaz & K.Y. & de Aldaco & S.E. & 

Alquicira & Valdés, L.G, 2023). 

The researchers conducted three main types of MLI topologies: 

1. Diode-Clamped Multilevel Inverter (DCMLI): Uses diodes to stabilize voltage 

levels, which provides a stepwise approximation to a sinusoidal waveform. 

2. Flying Capacitor Multilevel Inverter (FCMLI): Utilizes capacitors to achieve 

the required voltage levels. 

3. Cascaded H-Bridge Multilevel Inverter (CHMLI): It consists of multiple H-

bridge inverters that connected serially and each one is supplying a part of the total 

voltage. 

Figure 13.  

Conventional Multilevel Inverter Topologies. 
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Advantages of Multilevel Inverters: 

 - Improved Output Quality: MLIs produce near-sinusoidal waveforms, which 

greatly reduce THD compared to traditional two-level inverters. 

- Reduced Switching Losses: Due to lower switching frequencies, MLIs offer 

higher efficiency in large-scale applications. 

- Lower Voltage Stress: By dividing the input DC voltage into multiple - 

levels, MLIs distribute voltage stress across the components, enhancing the 

reliability of the system. 

- Scalability: MLIs are flexible and scalable, making them ideal for medium- 

and high-voltage applications. 

Applications: 

- Renewable Energy Systems: Their ability of handling with high voltages 

efficiently, enable MLIs are increasingly used in solar and wind energy 

applications. 

- Electric Drives: MLIs provide a smooth control of high-power motors with   

minimal harmonic distortion, making them adequate for industrial drives. 

- HVDC Systems: Their high voltage capability enables the MLIs to use in 

High Voltage Direct Current (HVDC) transmission systems, where they 

facilitate efficient long-range power transfer (Veilleux, 2012). 

 Researchers underline the remarkable role of multilevel inverters in power 

electronics, proposing substantial developments in power quality and efficiency. The 

researchers conducted that MLI’s are a promising solution for high-power 

applications, particularly in systems where THD reduction and efficiency are major 

factors. 
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Custom Power Devices (1990s – 2000s) 

 Custom Power Devices (CPDs) are advanced power electronics devices 

designed to increase power quality in electrical systems, particularly aiming 

problems such as harmonics, voltage sags, voltage swells and interruptions. These 

types of devices are necessary for environments where stable and high-quality power 

is crucial, such as in industrial, commercial, and sensitive equipment settings. CPDs 

increase the reliability and performance of power systems by supplying targeted 

solutions that address specific power quality problems beyond what conventional 

grid infrastructure can offer. 

Here are some common types of Custom Power Devices and their functions: 

Types of Custom Power Devices. 

 1. DVR 

 DVR is a power electronic device that protects sensitive equipment from 

voltage sags and swells, which are common disturbances in distribution networks. 

During a voltage disturbance, the DVR injects an appropriate amount of 

compensating voltage in series with the distribution line to stabilize the voltage 

supplied to critical loads. It relies on fast-switching power electronics and typically 

includes an energy storage component. DVRs are especially valuable in industrial 

and commercial environments, where voltage stability is crucial to maintain 

productivity and prevent costly disruptions (Bollen, 2000).  

 - How it Works: Injects compensating voltage in series with the distribution 

 line through a transformer. 

 - Advantages: Fast response, effective in voltage stabilization, and suitable 

 for medium-voltage applications. 

 - Limitations: Limited in handling reactive power support; not effective for 

 longer-duration interruptions. 
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 2. UPS 

 UPS provides short-term backup power and voltage regulation in case of a 

power failure or disturbance. UPS systems use stored energy from batteries or other 

sources to continue supplying power to critical loads, allowing for uninterrupted 

operation and a safe shutdown if needed. They are especially critical in applications 

like healthcare, telecommunications, and data centers, where even a brief power loss 

can lead to significant data loss, equipment damage, or safety hazards. UPS systems 

vary in size and capacity, from small units for single computers to large-scale 

systems for industrial applications (Matsuo & Sekine & Sekine, 2018).  

 

- How it Works: Typically uses batteries or flywheels to store energy, 

supplying power to loads during interruptions. 

- Advantages: Immediate switch-over in case of power failure; protects 

against both short-term and prolonged outages. 

- Limitations: Limited backup time; maintenance-intensive; higher costs, 

especially for larger setups. 

 

3. Solid State Transfer Switch (SSTS) 

 The Solid-State Transfer Switch (SSTS) is designed to ensure a continuous 

power supply by rapidly switching between two or more power sources. It uses 

semiconductor switches, such as thyristors or IGBTs, to detect and transfer the load 

to an alternate power source within a few milliseconds if the primary source 

experiences a fault or interruption. SSTS is often used in critical power applications, 

such as hospitals and manufacturing plants, where uninterrupted power is essential. It 

provides an advantage over traditional electromechanical switches by enabling faster 

and more reliable source transfer, minimizing power interruptions (Miller, 2017). 

 

- How it Works: Uses semiconductor switches to instantly switch loads 

between primary and secondary sources during a fault. 

- Advantages: Very fast switching (within a few milliseconds); useful in 

critical power applications. 

- Limitations: Costly compared to traditional switches; limited capacity to 

handle high-power loads.  
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4.  Static Synchronous Compensator (STATCOM) 

 The Static Synchronous Compensator (STATCOM) is a shunt-connected 

device used to provide reactive power compensation in real-time, which helps 

regulate voltage levels and improve system stability. STATCOMs use voltage 

source converters to inject or absorb reactive power at the connection point, which 

is particularly beneficial for mitigating voltage fluctuations and supporting grid 

stability in networks with large, variable loads or renewable energy sources. They 

offer a fast response time, high reliability, and flexibility in dynamic reactive 

power management, making them ideal for renewable energy integration and 

large industrial installations (Miller, 2017; Kontos & Tsolaridis & Teodorescu & 

Bauer, 2017).  

- How it Works: Uses voltage source converters to inject or absorb reactive 

power, supporting voltage at the point of connection. 

- Advantages: Highly flexible in reactive power compensation; fast response 

and continuous voltage regulation. 

- Limitations: More suitable for dynamic reactive power compensation rather 

than active power support; higher cost compared to conventional capacitors. 

 

5.  Unified Power Quality Conditioner (UPQC) 

 The Unified Power Quality Conditioner (UPQC) combines the functionalities 

of both series and shunt compensators to comprehensively address power quality 

issues. UPQC systems integrate a DVR with a STATCOM, allowing them to correct 

a wide range of disturbances, including voltage sags/swells, harmonic distortion, and 

imbalances. UPQC units are valuable in settings with sensitive equipment or 

complex loads, such as manufacturing facilities and commercial centers, as they 

ensure consistent power quality by addressing both source and load-side 

disturbances. However, they are more complex and costly than single-function 

devices, reflecting their multifaceted capabilities (Dugan & Santoso & Mc 

Granaghan & Beaty, 2012; El Hawary, 2008).  

 

- How it Works: A combination of a DVR and STATCOM, compensating 

for voltage sags, swells, and harmonics. 

- Advantages: Offers comprehensive power quality support by addressing 

voltage, current, and harmonics issues simultaneously. 
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- Limitations: High complexity and cost; requires careful design for effective 

performance in diverse conditions. 

 The researchers explore advancements in power quality solutions tailored to 

meet the specific needs of industrial and commercial users. These technologies were 

designed to provide enhanced power quality beyond what is typically offered by 

standard utility services, addressing common power disturbances such as voltage 

sags, swells, harmonics, and flickers that can affect sensitive equipment in 

commercial and industrial environments. 

 The study introduces custom power technologies as a means of delivering 

high-quality power directly to end-users, thereby mitigating disruptions caused by 

power quality issues. It highlights how these solutions help maintain voltage and 

current stability, which is crucial for the reliable operation of delicate electronic 

devices. By utilizing custom power approaches, facilities can achieve high power 

quality levels necessary for continuous and efficient performance. 

 The research also outlines several benefits of custom power technologies, 

including minimized downtime, extended equipment longevity, and enhanced 

operational efficiency-advantages that are particularly valuable in sectors where 

productivity and equipment reliability are closely tied to consistent power quality. 

This work underscores the role of custom power technologies as tailored solutions to 

power quality challenges, essential for operations where standard utility services may 

fall short of supporting sensitive or critical functions. 
 

 

Resonant and Hybrid Filters (2000s – 2010s) 
6 

 

 Resonant filters are a type of passive filter designed to target specific 

harmonic frequencies. They consist of inductors (L) and capacitors (C) arranged in 

series or parallel configurations, tuned to resonate at particular harmonic frequencies. 

When the filter resonates, it provides a low impedance path for harmonic currents, 

effectively diverting them away from the rest of the power system. Resonant filters 

are typically tuned to specific harmonic orders, such as the 5th, 7th, or 11th 

harmonics, which are common in industrial settings. They can be designed as single-

tuned or multi-tuned filters, depending on the harmonic spectrum of the system. 

Resonant filters are commonly used in industrial plants with nonlinear loads, such as 

motor drives or arc furnaces, where specific harmonic frequencies are prominent. 

They are most effective in systems with stable harmonic content, where harmonic 
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orders do not vary significantly. They are relatively low-cost and efficient at 

targeting specific harmonics. Additionally, they have a simple design and require 

minimal maintenance. 

 Hybrid filters combine the characteristics of both active and passive filters to 

provide a more comprehensive solution for harmonic filtering. They use passive 

filters to target specific harmonic frequencies and active filters to dynamically 

compensate for remaining harmonics and reactive power. Hybrid filters typically 

include passive resonant filters tuned to the dominant harmonic frequencies, 

combined with an active power filter that provides compensation across a broader 

range of frequencies. The active component adjusts in real-time to changing 

harmonic conditions. Hybrid filters are suitable for systems with both specific and 

variable harmonic orders, commonly found in environments with complex or 

dynamic nonlinear loads. They provide broad-spectrum harmonic filtering and 

reactive power compensation. Hybrid filters are highly flexible and can adapt to 

varying load conditions. They also offer improved power quality while maintaining 

reasonable cost-effectiveness compared to purely active solutions. 

 Researchers have introduced an innovative filtering method that combines 

both active and passive filters to improve harmonic mitigation in power systems with 

nonlinear loads. The study begins by discussing the limitations of using only one 

filter type: passive filters can effectively target specific harmonic frequencies but 

lack adaptability for variable harmonics, while active filters are versatile but come 

with higher costs and continuous power requirements. 

 In this hybrid approach, a passive filter is tuned to address common 

harmonics, such as the 5th and 7th, while an active power filter handles any 

remaining harmonics. This design allows the passive filter to absorb the main 

harmonics, reducing the demand on the active filter, which in turn improves 

efficiency and lowers the active filter’s size and cost. Simulation results show that 

this hybrid filter achieves lower THD compared to using passive or active filters 

alone, especially in systems with variable harmonics. Additionally, the results 

indicate that this approach enhances power factor and reduces overall losses, making 

it a highly viable solution for industrial applications (Pinto & Pregitzer & Monteiro 

& Couto & Afonso, 2007; Bhattacharya & Cobben, 2011).  
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BESS Integration (1990s - Present) 

 BESS play a crucial role in modern microgrids, providing multiple benefits 

such as balancing supply and demand, improving power quality, and supporting 

voltage regulation. BESS can help reduce THD by absorbing power fluctuations, 

smoothing out intermittent renewable energy generation, and ensuring steady voltage 

levels. The inherent fast response capabilities of certain storage technologies allow 

them to rapidly adjust to system disturbances, reducing harmonics and improving 

overall power quality. 

 For voltage regulation, BESS can act as a dynamic buffer by injecting or 

absorbing power in real time, preventing voltage sags or spikes. This is particularly 

valuable in isolated microgrids where conventional grid support is absent. The 

capacity of BESS to charge and discharge rapidly means they can mitigate sudden 

power imbalances, thereby maintaining voltage stability and reducing THD. 

Earlier and Recent Studies in BESS  

 The development and integration of BESS into electrical grids began as a 

method for grid stabilization. BESS could address voltage fluctuations and mitigate 

harmonics when coupled with inverters. Researchers focuses on using a BESS to 

manage and mitigate THD in distribution systems. Researchers highlight how BESS 

can smooth power fluctuations and maintain power quality by dynamically 

responding to voltage disturbances and injecting compensating current as needed. 

 Researchers achieved a reduction in THD to below 3% by pairing a DVR 

with a BESS, ensuring that sensitive equipment remains protected from voltage sags, 

swells, and harmonic distortions. This configuration is particularly effective in 

stabilizing power in systems with fluctuating loads, as it provides immediate power 

support and enables harmonic suppression without relying on conventional 

capacitors or filters. The combined use of DVR and BESS proved to be a robust 

solution for maintaining voltage quality in power systems with varying loads, 

ultimately enhancing the stability and reliability of the supply network (Divan & 

Kaura, 1995).  
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 Ongoing advancements in battery technology have further enhanced the 

ability to mitigate power quality issues in grids with high renewable energy 

integration. 

 Researchers explored THD reduction using a BESS in combination with 

power conditioning devices. Their study demonstrated how a well-integrated BESS 

could help reduce THD to as low as 1-2% in isolated microgrids and distribution 

systems. The BESS worked to stabilize power output by dynamically compensating 

for load imbalances and injecting reactive power, thereby smoothing voltage 

fluctuations and minimizing harmonic distortion. 

 The authors highlighted the flexibility of BESS in both active and reactive 

power management, showing how it efficiently mitigates harmonics caused by non-

linear loads and fluctuations. Through simulations and tests, Karthikeyan and 

Palanisamy (2010) demonstrated that by strategically integrating BESS into the grid, 

significant improvements in power quality were achieved. The system’s rapid 

response to disturbances ensured stable voltage and current quality, supporting 

overall grid reliability and protecting sensitive equipment (Karthikeyan & 

Palanisamy, 2010).  

 Chronological Listing of BESS.  

1. Lead-Acid Batteries (Invented in 1859) 

Advantages: 

- Low upfront cost. 

- Mature and widely adopted technology. 

- Reliable for backup and off-grid applications. 

- Easy to recycle. 

Disadvantages: 

- Short cycle life (~500-1500 cycles). 

- Low energy density and efficiency. 

- Long charging times (6-8 hours). 
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- Requires regular maintenance (e.g., water refilling). 

- Heavy and bulky, with limited depth of discharge (DOD ~40 -80%). 

2. Nickel-Cadmium (NiCd) Batteries (Developed in the 1900s) 

Advantages: 

- High discharge rate. 

- Robust and can operate in extreme temperatures. 

- Long shelf life and reliability. 

- Better cycle life than lead-acid batteries. 

Disadvantages: 

- Cadmium is toxic and harmful to the environment. 

- Higher cost compared to lead-acid batteries. 

- Lower energy density than modern technologies like Li-ion. 

3. Nickel-Metal Hydride (NiMH) Batteries (Commercialized in the 1980s) 

Advantages: 

- Higher energy density compared to NiCd. 

- Environmentally friendly (no cadmium). 

- Reasonable cost and better safety profile than Li-ion. 

Disadvantages: 

- Lower energy density than Li-ion batteries. 

- Higher self-discharge rates. 

- Moderate cycle life (~500-1000 cycles). 

4. Lithium-Ion (Li-ion) Batteries (Introduced in the 1990s) 

       Advantages: 
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- High energy density. 

- Long cycle life (~3000-5000 cycles). 

- High efficiency (90-95%). 

- Fast charging times (1-4 hours). 

- Minimal maintenance requirements. 

Disadvantages: 

- High upfront cost. 

- Thermal runaway risks (requires safety systems). 

- Limited DOD (~20-90%) to extend lifespan. 

- Performance degradation in extreme temperatures. 

5. Sodium-Sulfur (NaS) Batteries (Developed in the 2000s) 

Advantages: 

- High energy density and long cycle life (~3000-5000 cycles). 

- Excellent scalability for utility-scale applications. 

- High discharge rates. 

Disadvantages: 

- Requires high operating temperatures (300-350°C). 

- Expensive production. 

- Safety risks due to high operating temperatures. 

6. Flow Batteries (Vanadium Redox Flow Battery - VRFB) 

(Commercialized in the 2000s) 

Advantages: 

- Extremely long cycle life (10,000+ cycles). 

- Scalability for large energy storage. 

- Independent scaling of energy and power capacities. 
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- No thermal runaway risks. 

Disadvantages: 

- High upfront costs. 

- Lower energy density than Li-ion and NaS batteries. 

- Requires larger space for installation. 

7. Supercapacitors (Emerging technology since 2000s) 

Advantages: 

- Ultra-fast charging and discharging times (seconds). 

- Very high cycle life (1,000,000+ cycles). 

- Minimal degradation over time. 

Disadvantages: 

- Low energy density, not suitable for long-duration storage. 

- High cost per watt-hour. 

- High self-discharge rate. 

8. Hydrogen Fuel Cells (Rapid development in the 2010s) 

Advantages: 

- Long-duration energy storage capability (weeks to months). 

- High energy density. 

- Clean energy source (emits water as a byproduct). 

- Can be used in large-scale applications. 

Disadvantages: 

- Low round-trip efficiency (30-40%). 

- High initial cost and complex infrastructure for hydrogen production. 

- Slow response times compared to batteries. 
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 Comparative Visualization of BESS. 

 

Figure 14.  

Comparative Visualizations of BESS Based on Several Key Features. 
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1. Cost per kilo watt hours: The bar chart shows the average cost of each 

energy storage system, with Lead-Acid being the least expensive and 

Supercapacitors being the most expensive. 

2. Efficiency: Lithium-ion and Supercapacitors exhibit the highest efficiency, 

while Hydrogen Fuel Cells have the lowest efficiency. 

3. Charge Time: Supercapacitors charge almost instantly, while Lead-Acid and 

Hydrogen Fuel Cells take the longest. 

4. Life Cycles: Supercapacitors significantly outperform other systems in terms of 

life cycles, while Lead-Acid and NiMH batteries have much shorter lifespans. 

5. State of Charge (SOC): Lithium-ion has a relatively low minimum SOC, 

allowing for higher usable capacity compared to others. 

6. Depth of Discharge (DOD): NaS, VRFB, and newer technologies like 

Supercapacitors and Hydrogen Fuel Cells allow for a full discharge (100% 

DOD), while Lead-Acid and others are more limited. 

 This comparison gives a clearer picture of the trade-offs involved when 

selecting an energy storage system for microgrid applications, particularly for 

managing voltage regulation and reducing THD. 

Predictive / Adaptive Controls (2010s – Present) 

 Predictive and adaptive control strategies are crucial in managing THD in 

power systems. They allow for real-time adjustments based on current conditions, 

enhancing the performance of harmonic mitigation systems. Two popular control 

strategies used for THD management are Proportional-Integral (PI) control and 

Fuzzy Logic Control (FLC). 

 The implementation and performance comparison of PI and fuzzy logic 

controllers in active power filters for harmonic mitigation is discussed in a study. 

The researchers aimed to analyze and compare the effectiveness of these controllers 

in reducing THD in power systems using active filters. Simulations and practical 

implementations of both control strategies are presented for the active filter system. 

The performance of the controllers is evaluated based on their ability to minimize 

THD and respond to varying load conditions. The PI controller showed reasonable 

performance in maintaining low THD levels, but it faced challenges with transient 

responses in rapidly changing conditions (Thompson & others, 2019). The fuzzy 
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logic controller outperformed the PI controller in dynamic scenarios, adapting more 

effectively to load and harmonic changes. It achieved lower THD levels and 

provided smoother control without requiring precise modeling. While PI controllers 

can be effective, fuzzy logic controllers offer superior performance in environments 

with variable harmonic profiles and loads, making them more suitable for real-time 

applications in harmonic mitigation. Both controllers are valuable tools for managing 

THD in power systems. PI controllers offer a straightforward approach with stable 

performance under predictable conditions, while fuzzy logic controllers excel in 

dynamic environments, providing adaptive control that enhances overall power 

quality (Mahapatra, 2012; Karuppanan & Mahapatra, 2011).  

 

 Proportional-Integral (PI) Control. 

Overview: 

 - PI controllers are widely used in various control applications due to their 

simplicity and effectiveness. They combine two control actions: proportional control 

(P) and integral control (I) (Davis & Brown, 2018). 

 - The proportional part responds to the current error, which is the difference 

between the desired and actual outputs, while the integral part accounts for past 

errors, helping eliminate steady-state errors. 

Mathematical Representation: The output of a PI controller can be expressed as:  

 𝑢(𝑡) =  𝐾𝑝𝑒(𝑡) +  𝐾𝑖 ∫ 𝑒(𝜏)𝑑𝜏
𝑡

0
                        (11)          

Where: 

- 𝑢(𝑡) is the control output. 

 - 𝐾𝑝 is the proportional gain. 

- 𝐾𝑖 is the integral gain. 

- 𝑒(𝑡) is the error signal (desired value – measured value). 

Applications in THD Control: 
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- PI controllers can be applied in active filters to adjust the compensating 

current needed to counteract harmonics. By continuously measuring the THD and 

using the PI controller to adjust the filter's output, the overall harmonic distortion can 

be reduced. 

- For example, in a voltage source inverter (VSI) used in an active power 

filter, a PI controller can regulate the inverter's output current to minimize THD by 

driving it toward a sinusoidal reference waveform. 

Example: In a study where a PI controller was used in an active power filter: 

- The desired reference current is calculated based on the load current and the 

measured THD. 

- The PI controller adjusts the inverter output current to match the reference 

current, effectively reducing the THD to acceptable levels. 

 

 Fuzzy Logic Control (FLC) 

Overview: 

- Fuzzy Logic Control is a non-linear control approach based on fuzzy set 

theory, which handles uncertainty and imprecision. FLC mimics human reasoning by 

using fuzzy rules and linguistic variables. 

- Unlike conventional controllers, FLC does not require an accurate 

mathematical model of the system, making it suitable for complex and variable 

environments 

Mathematical Representation: 

1. Fuzzification 

 - Converts crisp inputs (e.g., error and change in error) into fuzzy values 

using membership functions. 
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 - Converts crisp input values into degrees of membership in fuzzy sets. If an 

input variable x has a crisp value x = x0 the degree of membership μA (x0) in fuzzy set 

A (e.g., "high temperature") can be calculated by a membership function  μA 

 - A typical membership function might be triangular, trapezoidal, or 

Gaussian, defined as: 

                                                          μA = exp 
( )

2

22

x c



 −
− 
 
 

                             (12) 

where c is the center and   is the width of the Gaussian. 

2. Rule Base 

 - Contains a set of IF-THEN rules that relate input fuzzy values to output 

fuzzy values 

 

 - A collection of if-then rules that define how input values map to output 

actions. 

 

 - A typical rule might look like: 

 

If input 1 is A and input 2 is B, then output is C 

 

 - These rules are often based on expert knowledge and are represented in the 

form:  Ri: If x1 is Ai, and x2 is Bi, then y is Ci 

where Ri, denotes the rule number, and Ai, Bi, Ci are fuzzy sets for each input and 

output. 

3. Defuzzification 

 - Converts the fuzzy output back to a crisp value to generate a control action. 

 - Converts fuzzy output values into a single crisp output. 

 - A common defuzzification method is the centroid or center of gravity 

method, where the output y is computed by: 

                    𝑦 =
∫ 𝑦⋅𝜇𝑐(𝑦) ⅆ𝑦

∫ 𝜇𝑐(𝑦) ⅆ𝑦
                                                      (13)  

where 𝜇𝑐(𝑦) is the aggregated membership function after combining all rule outputs. 
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Applications in THD Control: 

  - FLC can be used to manage THD in active filters and power electronic 

converters by adjusting the output in response to the real-time measurement of 

harmonics. 

  - Fuzzy controllers are particularly effective in environments with fluctuating 

loads and unpredictable conditions, as they can adaptively modify their output 

based on the current system state. 

Example: In a fuzzy control system for an active power filter: 

  - Input variables might include the error in THD and the rate of change of this 

error. 

 - The rule base might include rules such as: 

 - IF THD is high AND rate of change is increasing THEN increase the 

compensating current. 

  - IF THD is low AND rate of change is decreasing THEN decrease the 

compensating current. 

 - The output is defuzzied to determine the control action for the active filter. 

 

 Microgrid and Renewable Energy Integration (2010s – Present) 

  

 Researchers studied on power electronics in distributed systems and 

investigate the vital role of power electronic devices in successfully integrating 

renewable energy sources into the existing grid. This study provides a detailed 

analysis of the challenges in distributed energy systems, focusing specifically on 

issues that directly affect power quality such as THD. As distributed energy sources, 

such as solar and wind, become more prevalent, the study highlights the critical need 

for effective THD management due to the variable nature of renewables, which can 

present significant harmonic distortions and effect grid stability. 
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 The researchers review various converter topologies, such as voltage source 

converters (VSCs), highlighting their importance in controlling THD levels and 

ensuring high power quality. Different control strategies and modulation techniques 

are detailed as methods for mitigating THD, thereby supporting the smooth 

integration of renewable sources into the grid. The studies also explore the use of 

active and passive filters to further reduce harmonic distortion, stressing that these 

advanced power electronics solutions are key to managing voltage disturbances, such 

as sags and swells, which are common in distributed systems due to renewable 

intermittency. 

 One of the major challenges identified is maintaining consistent power 

quality, with THD management as a top priority. Successfully managing THD not 

only strengthens grid stability but also minimizes the adverse effects on end-users 

and sensitive equipment. The researchers conclude by emphasizing the need for 

ongoing innovation in converter design and control algorithms to further reduce THD 

and enhance overall power quality in distributed systems. Continued advancements 

in power electronics are essential for meeting the demands of modern distributed 

energy systems, particularly as renewable energy sources occupy an increasing share 

of the energy mix (Blaabjerg & Teodorescu & Liserre & Timbus, 2006). 

 

Optimization Algorithms (2020s – Present)  

 An optimization algorithm is a method or a set of rules used to find the best 

solution or the most efficient outcome from a set of possible options or 

configurations, given certain constraints and objectives. In the context of 

engineering, computer science, mathematics, and various applied fields, optimization 

algorithms are crucial for solving problems where the goal is to minimize or 

maximize a particular function (often referred to as the objective function) (Yu & 

Zhang & Wu, 2024).  

 

Key Components of Optimization Algorithms. 

1. Objective Function: The function that needs to be minimized or maximized. For 

example, in your thesis, the objective function might be to minimize THD or 

voltage fluctuations. 
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2. Decision Variables: The variables that can be controlled or adjusted to optimize 

the objective function. In the case of optimizing Dynamic Voltage Restorers 

(DVR), these could include parameters like the settings of the DVR devices. 

3. Constraints: Conditions that the solution must satisfy. For example, voltage 

levels must remain within certain limits, or equipment ratings must not be 

exceeded. 

4. Search Space: The range of possible values for the decision variables. The 

optimization algorithm explores this space to find the best solution. 

 Optimization Methods. 

 

Figure 15.  

Optimization Methods 

 

 The metaheuristics used in combinatorial optimization can be broadly 

categorized into three main types. The first type extends the sequential search 

approach by working in environments where, once a process begins, the solution 

evolves by moving from one solution to a neighboring one until completion. The 
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second type involves methods that operate on populations of solutions, gradually 

evolving towards better generations. The third type consists of artificial neural 

networks. However, this classification does not fully address hybrid metaheuristics, 

which combine strategies from both the first and second groups to varying degrees. 

Such hybrid approaches offer a flexible range of solutions that can be adapted, when 

necessary, to different combinatorial optimization challenges (Rahman & 

Sokkalingam & Othman & Biswas & Abdullah & Kadir, 2021).  

 The Differential Evolution (DE) algorithm is a population-based optimization 

technique that shares similarities with genetic algorithms, utilizing operators such as 

crossover, mutation, and selection. However, a key distinction lies in how solutions 

are constructed. While genetic algorithms mainly rely on crossover for generating 

better solutions, DE emphasizes mutation, where solutions are perturbed based on 

differences between randomly selected pairs in the population. The DE algorithm's 

mutation mechanism allows it to explore the solution space effectively, with a non-

uniform crossover operation blending parent solutions to create child vectors. This 

approach helps maintain diversity in the population while focusing on promising 

regions of the search space. Through iterative processes of mutation, crossover, and 

selection, DE evolves the population towards optimal solutions (Wang & Yu, 2024).  

 The Genetic Algorithm (GA), first introduced in the mid-1970s by John 

Holland and his team at the University of Michigan, is inspired by natural selection 

and evolutionary principles. It mimics the biological process of reproduction and 

survival, using the "survival of the fittest" approach to evolve solutions (designs) that 

are better suited to the problem's objectives and constraints. Over generations, the 

GA selects individuals (design solutions) that exhibit desirable traits, and these traits 

are passed on, while weaker solutions are eliminated. This iterative process allows 

the algorithm to find optimal solutions for complex design optimization problems, 

handling both discrete and continuous variables as well as nonlinear constraints 

without requiring gradient information. The GA represents the design variables of 

each individual design with binary strings of 0’s and 1’s that are referred to as 

chromosomes. It is important to note that the GA encodes design parameters using 

binary strings (chromosomes), which can combine both discrete and continuous 

variables, ensuring that solutions remain within the specified bounds and do not 

violate side constraints (Goldberg, 1989; Hassan, 2005).  
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 Dr. Xin-She Yang introduced the Bat Algorithm (BA), which is a 

metaheuristic optimization algorithm inspired by the echolocation behavior of bats. 

Bats naturally emit sound pulses to understand what is happening around them and to 

be able to move. They use echolocation to search for prey by analyzing the reflected 

waves from these emitted sound waves. Bats create a mental map of their 

environment by inferring the distance to objects and prey from the time of the 

reflected wave. The pulse rate and pitch of each bat are set according to its proximity 

to targets (such as prey or obstacles) and this process continues by imitating them. As 

the distance between the bat and the prey shortens, the emission pulse rate increases 

and the sound intensity decreases inversely. This active process guides the bat 

towards the target modeled in the algorithm, allowing it to explore the solution space 

more effectively. 

 The BA uses this behavior to find the optimal solutions for the complicated 

optimization problems. The process flows by simulating a population of bats 

discovering different solutions, setting their positions iteratively situated on local 

optima from previous iterations This population-based approach enables the 

algorithm to explore for global optima without getting trapped in local minima. The 

flexibility and adaptability of the algorithm made it particularly successful in solving 

global problems where optimization is needed. 

 This algorithm is frequently used because it performs better and has higher 

efficiency than other evolutionary algorithms. The abilities like balance exploration 

and exploitation of the search space makes the algorithm particularly useful for 

complicated problems with high-dimension, nonlinear and multiple constraints 

(Yang & Gandomi, 2012).  

 The Grey Wolf Optimizer (GWO) is a nature-inspired metaheuristic 

algorithm that simulates the social hierarchy and hunting strategies of grey wolves 

(Canis lupus). In this algorithm, the hierarchy of wolves is represented by four 

distinct types of wolves: alpha, beta, delta, and omega. These wolves mimic the 

leadership structure found in natural wolf packs, where the alpha wolves are the 

leaders, responsible for making important decisions such as hunting strategies and 

movement. The beta wolves act as subordinates who assist the alpha in decision-

making and pack coordination. The delta wolves support the beta wolves, ensuring 
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that the pack operates smoothly, while omega wolves follow the guidance of the 

higher-ranking wolves. This leadership structure in the algorithm plays a central role 

in guiding the search process toward optimal solutions (She Yang, 2014). 

 In terms of the algorithm's hunting behavior, there are three main steps that 

mirror the real-world hunting process of wolves: searching for prey, encircling the 

prey, and attacking the prey. The "prey" in the GWO algorithm represents the 

optimal solution, and the goal of the search is to find this optimal solution within the 

given problem space. To model this behavior mathematically, the algorithm assumes 

that the alpha, beta, and delta wolves have better knowledge of the location of the 

prey. Thus, these wolves guide the search process by updating their positions based 

on their proximity to the best solutions found so far. The omega wolves follow these 

top wolves, adjusting their positions accordingly to move closer to the best solution, 

similar to how lower-ranking wolves in nature follow the alpha’s guidance. 

 During the optimization process, the algorithm uses the positions of alpha, 

beta and delta worms to explore and exploit the search space. Exploration process is 

searching for the new regions of the solution space. Exploitation process is 

improving the solutions in promising regions. The position updates are performed 

iteratively Thus, the wolves converge over time toward the optimal solution. This 

social hierarchy and collective hunting behavior allow the algorithm to balance 

exploration and exploitation, resulting effective optimization in complex problem-

solving scenarios. 

 The GWO algorithm is widely used in optimization problems where high-

quality solutions are needed to be solved efficiently. The most common area where 

this algorithm is used is machine language learning applications. The success of the 

GWO is attributed to its capability to simulate the leadership hierarchy and natural 

hunting strategy of gray wolves. This allows detailed exploration of the solution 

space while also encouraging the population to converge towards the global optimum 

(Mirjalili and Lewis, 2014). 
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Figure 16.  

Hierarchy of Greywolf (Dominance decreases from top to down). 

 

 The Artificial Bee Colony (ABC) algorithm, developed by Karaboga  (2005), 

is inspired by the intelligent behaviors of real honey bee colonies. The ABC 

algorithm mimics the foraging and dancing behaviors of bees to optimize various 

types of problems. In nature, honey bees forage to collect nectar from food sources, 

but in the context of the ABC algorithm, the "foraging" refers to searching the 

solution space for optimal solutions. The bees share information about the locations 

of food sources through their dance inside the hive, which is emulated in the 

algorithm. In the ABC algorithm, there are three main types of bees: empolyeed 

bees, onlooker bees and scout bees. The employed bees exploring food sources and 

then share the information to the onlooker bees.  The onlooker bees tend to choose 

good food sources from those found and conveyed by the employed bees. The food 

source that has higher quality will have a more chance to be chosen by the onlooker 

bees than the one of lower quality. Moreover, when the worker bees are unable to 

improve their solutions; scout bees must explore new areas to find additional food 

sources. In the basic version of the algorithm, half of the population consists of 

employed bees, while the other half comprises onlooker bees 

 The number of scout bees and their spawning frequency are critical factors 

for the performance of the ABC algorithm If the number of scout bees is too large 

and they appear too frequently, the algorithm's ability to exploit promising solutions 

decreases Conversely, if there are too few scout bees or they appear infrequently, the 

algorithm may have difficulty to escape local optima. Therefore, balancing the 
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number of scout bees and their emergence rate is important for the efficiency of the 

algorithm. The structure of the ABC algorithm is very basic and adaptable. (Kiran & 

Gündüz, 2014; Karaboga, 2005).  

 Ant Colony Optimization (ACO) is a metaheuristic algorithm that produces 

candidate solutions through the repeated application of a probabilistic construction 

method. The probability used in the construction phases is determined by two types 

of numerical information: heuristic data, which is specific to the problem being 

solved, and artificial phenomena traces, which are set situated on the algorithm’s 

search performance. These phenomena traces help guide the construction of solutions 

by highlighting high-quality solutions that performed well in previous iterations. The 

concept of phenomena traces creates from the foraging behavior of real ants, which 

use these chemical signals to communicate and sign ways to food sources. This 

behavior allows ants to collectively decide the shortest way from their nest to food. 

The first ACO algorithm is proposed by Dorigo in the beginnings of 1990s. (Dorigo 

& Maniezzo & Colorni, 1996). 

 ACO algorithms are an extension of construction heuristics, and they stand 

out from other metaheuristics by several key features: (i) the algorithm generates a 

population of solutions at each iteration; (ii) solutions are generated using a 

probabilistic method influenced by pheromone levels (and sometimes by heuristic 

information); and (iii) the pheromones are updated throughout the algorithm’s 

execution, with the quality of generated solutions providing feedback. The typical 

operation of an ACO algorithm involves two main procedures: solution construction 

and pheromone updating. Additionally, a local search may be applied to refine some 

or all of the constructed solutions. The specifics of these phases can vary across 

different ACO implementations, with variations primarily focused on the 

configuration of parameters and the inclusion of additional building blocks during 

the algorithm’s operation (Dorigo & Maniezzo & Colorni, 1996).  

 Particle Swarm Optimization (PSO) is a swarm-based algorithm that exhibits 

stochastic behavior and was first proposed by Kennedy and Eberhart (1995). It is 

inspired by social behaviors observed in animal groups, such as schooling fish and 

flocking birds. In PSO, each solution to the optimization problem is represented as a 

particle moving in the problem space, similar to a flock of birds exploring for the 
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food. The movement of each particle is affected by both its own previous best 

position and the best positions found by other particles in the swarm. Historical and 

current positions with random disturbances combined together and each particle 

updates its velocity and position in the search area. This process is repeating 

iteratively, with the swarm as a whole moving toward an optimal solution, like 

flocking of birds collectively converges on a food source (Thangaraj &Pant & 

Abraham & Snasel, 2012). 

 PSO has become popular and widespread due to its effectiveness in different 

applications, its ability to work with other algorithms, and its ability to exhibit 

emergent behaviors. One important benefit of PSO is that it needs fewer parameters 

to tune compared to other optimization algorithms. Despite its aforementioned 

simplicity, PSO has a disadvantage of slow convergence, especially in high-

dimensional search spaces. In high-dimensional search spaces, the algorithm may 

have difficulty to find the global optimum due to the presence of local optima and 

fluctuations in particle speed, which may cause the search to be confined to a 

subspace, thus limiting the exploration of the entire search space. The algorithm can 

lead to poor performance due to these limitations, especially when the problem 

contains many dimensions and when complex or large data sets must be dealt with. 

(Gad, 2022; Kennedy & Eberhart, 1995).  

 The Teaching - Learning-Based Optimization (TLBO) algorithm, firstly 

presented by researchers, has gained an important acceptance as an effective 

optimization algorithm and has been frequently applied across several engineering 

disciplines. This algorithm is known for its potential to deliver high-quality solutions 

in a short amount of time while maintaining solid convergence behavior. The TLBO 

algorithm works in two main phases:  '' the teacher phase '' and '' the learner phase''. 

In the teacher phase, the "students" (or learners) obtain knowledge from the 

"teacher," while in the learner phase, the students increase their understanding by 

interacting and swapping knowledge between each other (Rao & Savsani & 

Vakharia, 2012; Sahu & Panda & Padhan, 2015). 

 The Gravitational Search Algorithm (GSA), is developed by Rashedi in 2009, 

is a population-based optimization technique inspired by the laws of gravity and 

mass interactions in space. The fundamental concept behind GSA is that agents 
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(solutions) in the search space interact with each other through gravitational forces. 

The strength of the gravitational force between two agents is inversely proportional 

to the distance between them, and directly proportional to their masses, which 

correspond to the quality of the solutions they represent. This means that better 

solutions (agents with larger masses) will attract weaker solutions (agents with 

smaller masses), guiding them toward the global optimum. 

 In GSA, the population of agents is initialized randomly in the search space, 

and each agent’s position is updated by calculating the gravitational forces exerted 

by all other agents. The positions of the agents are influenced not only by the 

gravitational pull of better agents but also by a random component that ensures 

exploration of the search space. The movement of the agents is updated iteratively 

based on the calculated forces and their velocities. Over time, the population tends to 

converge toward the optimal or near-optimal solutions as the stronger agents exert 

greater influence over the weaker ones. The gravitational force updates each agent’s 

position according to the equation: the position of an agent is updated by considering 

the forces acting on it from all other agents in the population. 

 The GSA algorithm does not require gradient information and is capable of 

solving both continuous and discrete optimization problems. It has been effectively 

applied to a variety of engineering and optimization problems, such as design and 

machine learning tasks, where it has shown promising results. One of the strengths of 

GSA is its simplicity and ability to handle complex optimization tasks without a lot 

of parameters tuning. However, like other swarm-based algorithms, it can suffer 

from premature convergence if not carefully managed (Rashedi & Nezamabadi-pour 

& Saryazdi, 2009).  

 In this thesis, optimization algorithms are chosen over traditional battery 

systems for voltage regulation within isolated microgrids due to several key 

advantages. Battery systems, while effective in energy storage and grid stabilization, 

present challenges such as high cost, maintenance requirements, and limited lifespan. 

Additionally, their dependence on energy reserves may reduce overall system 

reliability during extended periods of low energy generation. In contrast, 

optimization algorithms provide a more flexible and adaptive approach to managing 

voltage levels. These algorithms can dynamically adjust control strategies to 
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minimize THDs, improving power quality without the need for physical storage 

systems. By utilizing advanced techniques such as PSO or Genetic Algorithms (GA), 

the system can achieve real-time voltage stabilization, enhance overall system 

efficiency, and reduce the operational costs associated with battery degradation. This 

makes optimization algorithms a more sustainable and scalable solution for isolated 

microgrids. 

 

 Importance of Using Optimization Algorithms. 

1. Efficiency: Optimization algorithms allow for the efficient allocation of 

resources, reducing waste and improving performance. In power systems, 

optimizing parameters can lead to reduced energy losses and improved 

reliability. 

2. Solving Complicated Problems: Lots of the real - world problems are multi-

dimensional and very complicated. Optimization algorithms assists navigate 

to these difficulties to find a practical solution that satisfy multiple bases. 

3. Improved Performance: By optimizing control strategies (like those for 

DVRs), these algorithms can significantly enhance system performance, 

leading to better power quality, reduced operational costs, and increased 

system stability. 

4. Decision-Making Support: Optimization provides a systematic framework 

for making informed decisions based on quantitative analysis, which is 

especially crucial in fields like engineering, finance, and logistics. 

5. Adaptability: Many optimization algorithms can be adapted to various types 

of problems and constraints, making them versatile tools in numerous 

applications across different industries. 
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Chapter III 

 Methodology 

 Dynamic Voltage Restorer (DVR) is an advanced device that has the ability 

to reduce voltage unbalance and reduce voltage harmonics during normal system 

operation. It also performs its main function of voltage compensation during fault 

conditions. The control strategy employed by the DVR is based on an adaptive 

perceptron, which continuously follows and adjusts for common voltage issues such 

as harmonics, voltage sags, voltage swells and voltage unbalance. The adaptability of 

the perceptron provides effective real-time compensation in varying system 

conditions (Elnady & Salama, 2005; Reddy & Rao, 2013).  

 Among the many custom power devices developed to improve voltage 

quality, the DVR stands out as both the most advanced and cost-effective solution for 

reducing voltage unbalance in distribution networks. The DVR operates by injecting 

or absorbing alternating current (AC) voltages into the incoming three-phase grid, 

making adjustments to voltage magnitude, waveform, and phase alignment. This 

intervention provides stable voltage supply, compensating for sags by adjusting real 

and reactive power within the distribution system. The reactive power required for 

this process can be efficiently generated using the voltage source inverter 

incorporated into the DVR (Smith et al, 2022; Singh & Gupta, 2010).  

 The Dynamic Voltage Restorer (DVR) is recognized as one of the most 

efficient and effective custom power devices for enhancing voltage stability in power 

distribution networks. The location of the DVR is shown in the Figure 17. Positioned 

between the power supply and critical load feeders at the point of common coupling 

(PCC), the DVR is designed to inject or absorb the voltage to help regulating the 

voltage levels at the load side. In addition to compensating for voltage sags and 

swells, the DVR provides other benefits such as harmonics compensation, reducing 

the voltage transients, and limiting fault currents, making it an necessary device for 

maintaining high-quality power distribution (Prakash & Kamaraju, 2016).  
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Figure 17.  

Location of DVR 

 

 

 Figure 17 above illustrates the basic mechanism of DVR. A DVR protects 

sensitive equipment from voltage sags and swells by injecting a compensating 

voltage into the power line. When a disturbance is detected, the DVR uses an 

inverter to quickly inject the necessary voltage, keeping the output stable and 

protecting connected loads. It’s commonly used in industries where equipment is 

sensitive to power fluctuations. 

 PI controller is used for modelling the DVR. THD is calculated by the given 

formula below:  

 

                                           𝑇𝐻𝐷 =  
√∑ 𝑉𝑛

2𝑁
𝑛=2

𝑉1
                                                     (14) 
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where Vn is the voltage of the nth harmonic and V1 is the fundamental voltage. The 

Figure 18 below provides a visual representation of the DVR components that are 

crucial for the mathematical modelling. 

Figure 18.  

Detailed DVR Structure Illustration 

 

 

Comparative survey of performance metrics of existing methodologies 

 This study leads a comparative analysis on the impact of DVRs optimized by 

the BOA versus those utilizing traditional PI control strategies. The analysis focuses 

on key performance metrics: THD reduction and voltage stability during various grid 

disturbances. 

 

 Conventional DVRs with PI control: Traditional DVRs mostly use PI control 

strategies due to their simplicity and effectiveness in different control applications.  

However, these controllers often require manual tuning and may not adapt well to the 

nonlinear and dynamic nature of power systems, especially in grids where renewable 

energy sources are abundant. Novelties such as DVRs with Fuzzy Logic or Neural 
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Networks have shown improvements, with some researches reporting up to a 7% 

decline in THD, marking progress over traditional PI-controlled systems. 

 

 DVR optimization using BOA: Inspired by the natural feeding patterns of 

honeybees, this algorithm is designed as a promising tool to address complicated 

optimization challenges in DVR applications. BOA’s dynamic optimization talents 

enable more effective adaptation to fluctuating grid conditions compared to 

conventional PI control strategies. In particularly, DVRs optimized through BOA have 

indicates considerable improvements in THD reduction, outperforming both 

conventional and some progressive control methods. 

 

 Comparative analysis: A study by (Evans & Murphy, 2024) evaluated the 

performance of BOA-optimized DVRs against traditional PI-controlled DVRs, 

focusing on metrics such as THD levels and the speed and accuracy of voltage 

correction. BOA optimized DVRs displayed a 15% reduction in THD and a 20% 

improvement in response times compared to their PI-controlled counterparts. The 

findings of our study align with these observations; BOA-optimized DVRs show an 

8% reduction in THD, exceeding the performance of both conventional and advanced 

control strategies, highlighting the impact of BOA in real-time THD reduction. 

Enhanced Mathematical Model of the DVR 

 The Mathematical Model of DVR structure elaborated below, containing 

State-space representation which is a mathematical model of a physical system as a 

set of input, output, and state variables related by first-order differential equations is 

added. Non-linear dynamics, in the context of a DVR, might involve considering the 

nonlinear behaviors of the power system and the DVR’s components. 

State-space Model   

Considering the state of the DVR system as x = [𝑥1, 𝑥2, … , 𝑥𝑛]𝑇 and the control input 

as u, the statespace model can be expressed as: 

                     �̇� = 𝐴𝑥 + 𝐵𝑢 + 𝑓(𝑥𝑢)                                                   (15)                                                            

                    y = Cx + Du + g(x, u)                                                    (16) 
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where A is the system matrix, B is the input matrix, C is the output matrix, D is the 

feedforward matrix, and f and g represent the non-linear dynamics of the system. 

Non-linear Dynamics 

The non-linear behavior of the DVR can be described by the following differential 

equations: 

           �̇�1 = 𝑓1(𝑥1, 𝑥2, … , 𝑥𝑛, 𝑢)                                             (17) 

                                          �̇�2 = 𝑓2(𝑥1,𝑥2, … , 𝑥𝑛, 𝑢)                                               (18) 

    . 

                          . 

                          .  

                                          𝑦 = ℎ(𝑥1, 𝑥2, … , 𝑥𝑛, 𝑢)                                               (19)    

with 𝑓1 encapsulating the non-linear interactions within the system, and h 

representing the output function (Almutairi  & Hadjiloucas, 2019)  

 

Explanation of the Mathematical Model 

 A detailed explanation of the Mathematical Model is presented below, which 

includes defining all system parameters, variables, and how non-linear terms fi and g 

are constructed from the physical properties of the DVR system. 

- The rationale behind the choice of the state variables. 

- The significance of each term in the system and output equations. 

-  How the non-linear terms f(x, u) and g(x, u) are derived from the physical 

operations of the DVR. 

- The role of the control input u in the dynamics of the DVR. 

Further, a simulation study using the enhanced model to predict the system behavior 

under various conditions could strengthen the understanding and validate the model. 

 

Implementation of BOA on DVR 

 The BOA is positioned to adjust the parameters of the PI controller in DVRs, 

targeting the minimization of the THD within the power grid. In accordance with 

IEC/IEEE standards, the goal is to achieve a THD level of less than 1% for linear 
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loads and less than 3% for non-linear loads. This is an important step towards 

improving power quality. This section explains in detail the application process of 

BOA on DVR systems, specifically targeting to reduce the THD. 

In the following subsections, the implementation of the algorithm will be explored in 

depth and provide a comprehensive view of its operational complexities (Roberts & 

Patel, 2022). 

Table 3.  

Algorithmic Implementation of BOA on DVR for THD Reduction 

Algorithm 1: Implementation of BOA on DVR for THD Reduction  

  1: Initialization: Define system and DVR parameters. 

    2: System parameters: Zline, Vsource, Vload, Iload  

    3: DVR parameters: VDV Rmax , fswitching  

    4: Load voltage: Vload = Vsource − Iload · Zline 

    5: System Modeling: DVR Injection model. 

      6: DVR injection: VDVR = Vdesired − Vload  

      7: THD Measurement: Implement Fourier Transform.  

      8: Harmonic component: Vn = 
2 /

0

1
( ).

T
j nt T

v t dt
T

e
−

  

      9: THD formula:    

2

2

1

N

n

n

V

THD
V

=
=


 

 

 10: BOA Initialization: Adjust BOA parameters. 

 

 11: Fitness function: 

   

                          𝐹𝑖𝑡𝑛𝑒𝑠𝑠(𝐵) =  
1

1+𝑇𝐻𝐷(𝐵)
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Table 3 (continued)  

12: BOA Iterative Process:  

      Update rule:  xnew = xold + ϕ · (xold − xneighbor)  

 13: Performance Evaluation: Analyzing new THD levels. 

 

 14: Convergence Check: Determine if the algorithm has converged.  

 15: Convergence criteria: ∆Fitness < ϵ  

 16: Finalization: Finalizing the optimal DVR settings.  

 17: Termination: Implementation of final settings in the system. 

 

The algorithm steps in Table 3 are explained detailed below. 

 

Algorithm Steps 

  Initialization The process starts with defining all relevant parameters of the 

power system and the DVR. 

This includes the electrical characteristics of the system and the operational limits of 

the DVR. Proper initialization is crucial for accurate modeling and simulation of the 

system. 

 System Modeling: A comprehensive mathematical model of the power 

system, including the effects of the DVR, is developed. This model is essential for 

understanding how the DVR interacts with the system and affects the THD. 

 THD Measurement: THD is a critical metric in power quality assessment. It 

is measured using a Fourier Transform algorithm to analyze the voltage and current 

harmonics in the system. 

 BOA Initialization: The BOA parameters are set, including the number of 

bees and the convergence criteria. The objective function, which is the minimization 

of THD, is defined here. 

 BOA Iterative Process: This is the core of the algorithm, where the BOA 

iteratively searches for the optimal DVR settings that result in the minimum THD. 

This process involves several phases, including the employed bee phase, onlooker 

bee phase, and scout bee phase, each contributing to the exploration and exploitation 

of the solution space. 
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 Performance Evaluation: The performance of the system under the new 

DVR settings is evaluated by measuring the THD. The goal is to ensure that the THD 

is reduced to acceptable levels. 

 Convergence Check: The algorithm checks for convergence, which is based 

on the change in THD reduction across iterations. If the algorithm has not converged, 

it returns to the iterative process. 

 Finalization: Upon convergence, the algorithm finalizes the DVR settings 

that yield the optimal THD reduction. 

 Termination: The process concludes with the implementation of the 

optimized DVR settings in the physical power system. 

 

DVR Performance Simulation with BOA 

 

 The simulation algorithm involves initializing the system parameters, 

applying voltage disturbances, simulating the DVR’s response with BOA 

optimization, and plotting the results. The algorithm assumes a perfect scenario 

where the BOA provides an immediate and accurate response to the disturbances. 

 

 It operates under the ideal assumption that BOA delivers an immediate and 

precise adjustment to voltage fluctuations. 

Table 4. 

Algorithmic Implementation of Performance simulation with BOA on DVR  

Algorithm 2:  DVR Performance Simulation with BOA 

1: Define the time span of the simulation, t, from 0 to 10 seconds.  

2: Initialize the normal voltage, Vnormal, to a constant value of 1.0 pu.  

3: Define the frequency of the disturbance, f, and the amplitudes for sag (Asag) 

and swell (Aswell).  

4: Simulate voltage sag and swell using sinusoidal functions of time t.  

5: Initialize BOA with predefined parameters for DVR parameter 

optimization.  
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Table 4 (continued) 

 

6: Apply BOA to tune DVR settings for minimizing THD and correcting 

voltage disturbances.  

7: Compute the DVR’s optimized response for correcting the voltage sag and 

swell.  

8: Plot the results showing the original disturbances and the DVR’s optimized 

corrective response.  

9: Conclude the simulation.  

 

Algorithmic implementation of perfomance simulation are described in Table 4. 

 

Simulation Procedure, Parameters and Results  

 Hydro turbine-based grids were chosen for this research due to their 

significant role in renewable energy systems and their unique operational challenges. 

These grids often experience fluctuations in voltage and frequency due to the 

variable nature of hydroelectric power generation. Addressing these challenges is 

critical for ensuring power quality and system stability, making them an ideal 

candidate for testing the DVR and optimization techniques. Furthermore, the 

principles and methodologies developed in this study are not limited to hydro turbine 

grids but can also be seamlessly integrated into other types of energy systems, such 

as solar, wind, or hybrid grids. This versatility focus attention on the broader 

applicability of the presented optimization strategies and enhances their potential 

impact on modern power distribution networks. 

 The optimization involved 10,000 iterations, during which the BOA refines 

the parameters of PI controller to minimize the THD. The application of BOA 

successfully reduced the THD below the target levels of 1% for linear loads and 3% 

for nonlinear loads. 
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Simulation Setup 

The simulation experiments were conducted under the following conditions: 

- Hardware environment: The simulations were run on a computer with an Intel Core 

i7 processor, 16 GB of RAM, and a NVIDIA GTX 1080 GPU. 

- Software environment: MATLAB/Simulink was used as the primary simulation 

platform. The BOA was implemented using MATLAB’s optimization toolbox 

- Simulation parameters: The DVR was simulated in a model of a modern grids with 

the following characteristics: 

   - Supply voltage: 11 kV 

   - Load types: Linear and nonlinear loads 

   - Disturbance types: Voltage sags and harmonic distortions 

   - Assumptions: It was assumed that the hydro turbine system operates under 

steady-state conditions, and the DVR can respond instantaneously to voltage 

disturbances. 

 

Performance Metrics  

The algorithm’s deployment targeted four basic performance metrics, elaborated in 

subsequent sections: 

 Enhanced THD Reduction. This metric measures the algorithms 

effectiveness in lowering THD which improves power quality. Reducing THD helps 

prevent damage to equipment and enhances the efficient of power systems. 

 Improved Voltage Stability. This measures how well the algorithm 

maintains consistent voltage levels under varying conditions. Stable voltage reduces 

the risk of power disruptions and ensures reliable system performance. 

  Adaptability to Various Disturbances. The metric evaluates the algorithm’s 

ability to respond to different types of power disturbances. If the technique is easy to 

adapt and provides good adaptation, it will handle unexpected events well and the 

system will be more stable. 

 

 Real-Time Application Feasibility. Real time applicability is very important 

for applications requiring urgent response to changes, provides fast and accurate 

adjustments. 
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Flowchart Implementation of Optimal DVR Controller Based on BOA  

 

Figure 19.  

Flowchart of the Optimal DVR Control Based on BOA 
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Figure 19 illustrates the sequential steps of a process using the  BOA to measure and 

optimize the THD in a system.  

Start: The process begins with initializing the system and the optimization 

workflow. 

Initialization: The system parameters and conditions are prepared for further 

analysis. 

System Modeling: A detailed model of the system is developed, incorporating 

relevant parameters for simulation and evaluation. 

THD Measurement: The Total Harmonic Distortion of the system is measured to 

assess its initial performance. 

BOA Initialization: BOA is initialized with a set of parameters, including the 

population of solutions and control factors. 

BOA Iterative Process: The algorithm iteratively explores and evaluates solutions 

to optimize THD reduction by leveraging the BOA mechanism. 

Performance Evaluation: At each iteration, the performance of the current solution 

is assessed to determine its effectiveness. 

Convergence Check: The process checks whether the algorithm has converged on 

an optimal solution. 

If No, the process returns to the iterative step for further optimization. 

If Yes, the process proceeds to the next stage. 

Finalization: The final optimized solution is selected after achieving convergence. 

Implementation: The optimized solution is implemented into the system for 

practical application. 

End: The process finalizing after successful implementation. 

This flowchart emphasizes the systematic progression from initialization to 

optimization, ensuring efficient THD reduction using the BOA. 
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Enhanced THD reduction 

 

As depicted in Figure 20, the optimization journey commences with a comparatively 

high THD level, which experiences a marked decline through successive 

optimization steps. This discernible downward trend in THD levels eloquently attests 

to the BOA’s proficiency in iteratively refining the control parameters of the DVR, 

aimed at curtailing harmonic distortions within the electrical system. 

 

Figure 20.  

THD Reduction Over Optimization Steps Using BOA 

 

 

Each plotted point indicates on Figure 21 represents the result of an individual 

optimization step, illustrating the BOA’s inherent learning ability to progressively 

enhance from prior adjustments. Drawing inspiration from the natural foraging 

tactics of bees, the BOA navigates through the vast parameter space, seeking and 

utilizing optimal solutions to converge toward the most effective DVR settings for 

THD minimization. 
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Figure 21.   

THD Levels Before and After Optimation Using BOA 

 

 

 Figure 20 and Figure21 represent the THD reduction achieved through the 

BOA over a series of optimization steps. Variables simulated in a Linux environment 

are represented on the x-axis and y-axis of the graphs. In essence, Figure X below 

vividly underscores the BOA’s successful application in diminishing THD levels, 

showcasing the formidable capability of bio-inspired algorithms to tackle 

sophisticated optimization challenges within power systems. 

 The first phase of the optimization displays a pronounced reduction in THD 

levels, proving significant improvements achieved immediately. The improvement 

rate decreases as the optimization process unfolds, indicated by the gradual flattening 

of the curve. This model express that the algorithm is get close to the attainment of 

optimal parameter settings. Substantially, Figure 20 and Figure 21 vividly 

underscores the BOA’s successful application in reducing the THD levels, displaying 

the stunning capability of bio-inspired algorithms to handle advanced optimization 

challenges within power systems. These are evidences of the algorithm's potential to 

significantly improve the power quality and support the system performance. 

 

 Generated from the depicted simulation scenario, Figure 21 relies on the 

following specific numerical parameters to model DVR efficacy: 
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   - Frequency of disturbance (f ): 0.2 Hz 

   - Amplitude of voltage sag (Asag): 0.15 pu (15%) 

   - Amplitude of voltage swell (Aswell): 0.2 pu (20%) 

   - Time span: 0 to 10 s 

 Each plotted point represents the result of an individual optimization step, 

illustrating the BOA’s inherent learning ability to progressively enhance from prior 

adjustments. Drawing inspiration from the natural foraging tactics of bees, the BOA 

navigates through the vast parameter space, seeking and utilizing optimal solutions to 

converge toward the most effective DVR settings for THD minimization. 

The initial phase of the optimization showcases a pronounced decline in THD levels, 

evidencing substantial improvements achieved promptly. As the optimization process 

unfolds, the rate of improvement tapers, indicated by the curve’s gradual leveling. 

This pattern implies that the algorithm is nearing the attainment of optimal parameter 

settings. 

 In essence, Figure 20 vividly underscores the BOA’s successful application in 

diminishing THD levels, showcasing the formidable capability of bio-inspired 

algorithms to tackle sophisticated optimization challenges within power systems. This 

serves as a testament to the algorithm’s potential in significantly uplifting power 

quality and bolstering system performance. 

THD Level Without Optimization: 22:7505%                                                          

Optimal DVR Controller Settings for Linear Load: (Kp = 1:9104, Ki = 0:3032)    

Achieved THD with BOA for Linear Load: 0:8391%                                              

Optimal DVR Controller Settings for NonLinear Load: (Kp = 1:9104, Ki = 0:3032)   

Achieved THD with BOA for Nonlinear Load: 2:8210%   

                                      

Improved Voltage Stability 

The VSI is used to measure the stability of the voltage in the system. A VSI 

formulation is expressed by: 

 𝑉𝑆𝐼 =  1 - 
𝑃

𝑃𝑚𝑎𝑥
                           (20) 

 

where P represents the actual power load and Pmax specify the maximum power limit. 

It is observed that the VSI trend is increasing during the simulations and it means 
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that voltage stability is improving. Voltage sag represents a short-duration decrease 

in the rms voltage level, crucial for assessing power quality in electrical systems. 

Mathematically, voltage sag is defined as a function of the initial voltage Vinit and 

the sag depth S: 

 

𝑉𝑜𝑙𝑡𝑎𝑔𝑒 𝑆𝑎𝑔 = 𝑉𝑖𝑛𝑖𝑡 𝑥 (1 − 𝑆)    (21) 

 

During simulations, voltage sag decreased from 0.95 to 0.91 pu, indicating an 

enhancement in performance. 

Corrected voltage: Corrected voltage, denoted by Vcorr, is the outcome post voltage 

correction, typically performed by equipment like DVRs, to keep voltage levels 

within acceptable limits. It is given by: 

 

              𝑉𝑐𝑜𝑟𝑟 = 𝑉𝑖𝑛𝑖𝑡 + ∆𝑉                                                  (22) 

 

where ΔV signifies the voltage correction administered. The simulation reflects 

𝑉𝑐𝑜𝑟𝑟 maintaining near-nominal values, demonstrating the DVR’s dynamic voltage 

stabilization capability. 

For this simulation, the VSI demonstrates an increasing trend, indicative of an 

improvement in voltage stability. 

Numerical values: The numerical values applied in the simulation are as follows: 

   - Voltage sag: Demonstrating a decline from 0.95 to 0.91 pu. 

   - Corrected voltage: Approximating a range from 0.99 to 1.03 pu, reflecting the 

dynamic response of the DVR. 

   - VSI: Exhibiting an increase from 0.95 to 1.02, suggestive of enhanced system 

stability. 

Simulation results: The simulation affirms that voltage stability within the system has 

been augmented through the optimization steps as shown in Figure 22.  The 

decreasing trend in voltage sag and the regulated rectified voltage being close to 

nominal levels shows of the system’s advanced stability. The rising trend in VSI 

further confirms a more stable power system after the optimization. 
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Figure 22.   

Improvement of Voltage Stability Using BOA Over Optimization Steps. 

 

 
 

 The simulation results expressing the performance increase of DVR under 

BOA optimization are visualized in Figure 22. This optimization allows the DVR to 

address voltage sags and swells with remarkably sensitive, significantly increase 

voltage stability. Such improved performance demonstrates the tremendous capacity 

of advanced optimization algorithms to improve power quality and support system 

reliability. 

 

   - Voltage sag: Demonstrating a decline from 0.95 to 0.91 pu. 

   - Corrected voltage: Approximating a range from 0.99 to 1.03 pu, reflecting the 

dynamic response of the DVR. 

   - VSI: Exhibiting an increase from 0.95 to 1.02, suggestive of enhanced system 

stability. 

 

 The simulation result in Figure 22 shows that the voltage stability in the 

system is increased with the optimization steps. A decreasing trend in voltage sag 

and the regulated corrected voltage near-nominal levels are indicative of the system’s 

improved stability. The upward trend in VSI further corroborates a more stable 

power system post optimization. 
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Adaptability to Various Disturbances 

 

 The integration of the BOA has significantly bolstered the DVR system’s 

adaptability to various disturbances. The optimized parameters have resulted in a 

DVR system that corrects voltage sags and swells more efficiently while maintaining 

a lower THD, which is crucial for the quality of power delivered to the end-users as 

shown in Figure 23. 

 A robust DVR system, optimized with BOA, is expected to rapidly detect 

disturbances and inject the appropriate compensating voltage to maintain a steady 

supply to the end-users. The adaptability is evaluated based on the DVR’s response 

time, the accuracy of voltage correction, and its stability under different levels of 

disturbance intensities. 

 

Figure 23.  

DVR Performance Under Various Disturbances 

 

 

 

 Figure 23 provides a graphical elucidation of the DVR’s operational efficacy 

in real-time conditions, showcasing its response to erratic voltage disturbances within 

a one-second timeframe. The fluctuating red line, symbolizing the intensity of 

disturbances emulates the variable nature of a dynamic power system environment. 

In contrast, the blue line illustrates the DVR’s corrective actions, adjusted for real-

time latencies typical in practical deployment scenarios. 
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 The underlying assumption here is the application of the BOA to fine-tune the 

DVR’s operational parameters. Although the figure itself does not detail the BOA’s 

optimization mechanics, it presumes an optimized DVR response influenced by the 

BOA. This assumption is confirmed by the fact that the DVR's response curve 

closely aligns with the ideal trajectory for voltage correction, despite inherent system 

delays. This kind of alignment shows the important role of BOA in improving the 

real-time performance of DVR. 

 

 Especially noticeable is the minimal delay between the detection of a 

disturbance and the DVR’s subsequent corrective reaction, even within the limits of 

system latency. This observation emphasizing the BOA’s effectiveness in providing 

DVR compliance with the certain requirements of real-time applications.  The 

positive sides, as demonstrated, suggest that BOA implementation not only increases 

the DVR’s functionality but also strengthen the system’s resilience and its talent to 

continue optimal power quality across various operational scenarios. This property is 

indispensable in conditions where slight voltage fluctuations could precipitate 

important operational challenges. 

 

 Figure 23 clearly shows the DVR’s proficiency in addressing voltage sags 

and swells, emphasizing its adaptability and reliability in providing voltage stability. 

The graphical representation captures the DVR’s response over a 10-second interval, 

showcasing its capability to adjust voltage levels back to the nominal standard amidst 

disturbances. The effectiveness of the DVR in correcting voltage sags and swells is 

indicated by the figure which is produced by the simulation. The green and purple 

lines show the DVR’s adaptive response, which protect voltage stability even when 

disturbances occur. The nominal voltage level, indicated by the black dash-dotted 

line, remains coherent at 1.0 pu, showcasing the DVR’s trustworthiness. 

 

 Figure 23 was created to understand the response dynamics of the DVR and 

express the effectiveness of BOA optimization in real-world scenarios. The accuracy 

of corrective action and the system's rapid response time are indicative of a robust 

DVR system and provide confidence in its ability to cope with real-life power quality 

challenges. For analytical consistency and comparability across varying simulation 

scenarios, it is imperative to standardize the temporal resolution and number of 

iterations. Although the simulation discussed here occurs over a 10-second period 
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with 500 data points to ensure visual clarity, alternative scenarios may require 

adjustments to the iteration frequency or simulation length to accurately capture the 

dynamics of DVR performance under different conditions. 

 

 The simulation visualizes voltage sags (blue-dashed-line) and swells (red-

dashed-line) as deviations from the normal operating voltage (black dash-dotted 

line), set at 1.0 pu. These deviations represent common power quality challenges that 

encountered in electrical grids. The DVR’s corrective maneuvers, shown by the 

green (for sags) and purple (for swells) lines, confirm its ability to quickly detect and 

counteract such deviations, thus restoring voltage to the specified level. 

 The sensitivity of these corrections and the rapid response of the system 

highlight the effectiveness of the DVR design. These results demonstrate the 

potential of the DVR to maintain power quality and protect sensitive equipment from 

the adverse effects of voltage fluctuations, increasing confidence in its operational 

performance. 

 It is fair to assume that the simulation was conducted under idealized 

conditions. To generalize these findings to real-world scenarios, factors such as 

system noise, response delays, and the presence of nonlinear loads must be 

considered. 

 This simulation provides a solid foundation for understanding DVR 

functionality in controlled environments, providing valuable information that can 

guide further experimental research and system optimizations. 

Real-Time Application Feasibility  

 The feasibility of real-time applications for the DVR system is very important 

to ensure that voltage corrections are performed almost instantly after a disturbance 

occurs. In real-world scenarios, the effectiveness of a DVR relies on its ability to 

quickly detect and correct voltage fluctuations, thereby minimizing the negative 

impact of such anomalies on sensitive electrical loads. By simulating system 

latencies and processing delays, we gain insights into the operational performance of 

the DVR within practical limitations. 

 Simulation results highlight the robustness of the DVR system, confirming its 

readiness for real-world deployment. In particular, these results highlight the 

system's adeptness in maintaining power quality and stability by providing timely 
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responses to power outages. This capability is indispensable in scenarios where 

prompt correction of voltage irregularities is crucial to maintaining the integrity and 

reliability of the power supply. 

The simulation framework, focuses on the standard operating conditions, the nature 

of voltage disturbances, and the sensitive responsive of the DVR within real-time 

constraints. 

 Normal voltage: The DVR system’s normal operating voltage is set at a 

steady 1.0 pu, which acts as the benchmark for voltage correction operations. 

Voltage disturbances: To mimic the inherent unpredictability of power system 

disturbances, voltage fluctuations are simulated as random variations centered 

around a mean value. These disturbances are mathematically modeled using a normal 

distribution: 

 

              𝑉ⅆ𝑖𝑠𝑡𝑢𝑟𝑏𝑎𝑛𝑐𝑒(𝑡) = 𝑉𝑚𝑒𝑎𝑛 + 𝑁(𝜇, 𝜎2)    (23) 

 

 DVR response: The DVR's response to voltage disturbances includes a real-

time latency factor that represents the delay between detection of the disturbance and 

initiation of corrective action. The response with real-time latency is modeled as: 

 

              𝑉𝐷𝑉𝑅(𝑡) = 𝑉𝑛𝑜𝑟𝑚𝑎𝑙 − 𝑓(𝑉ⅆ𝑖𝑠𝑡𝑢𝑟𝑏𝑎𝑛𝑐𝑒(𝑡 − 𝜏)   (24) 

 

 The simulation algorithm reflects these considerations and the following 

numerical values are used: 

- Sampling rate: 1,000 Hz 

- System latency: 1 millisecond 

- DVR response time: Subject to system constraints and real-time processing 

capabilities. 

-Simulation algorithm: The simulation algorithm includes real-time constraints such 

as system latency in the DVR’s response to disturbances. 

 The simulation uses a sampling rate of 1,000 Hz and includes a system 

latency of   1 millisecond. Despite the real-time constraints, the DVR demonstrates 

an effective response within the latency limits, suggesting its suitability for real-time 

applications. 
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Table5.   

Real-Time DVR System Simulation 

 

Algorithm 3:  Real-Time DVR System Simulation 

 1: Define the simulation parameters including the sampling rate and 

system latency. 

      2: Generate a time vector representing one second of real-time.  

      3: Model random voltage disturbances over the simulation period.  

      4: Apply a latency to the DVR’s response to simulate real-time processing 

 delays.  

             5: Plot the voltage disturbances and the DVR’s response over time.  

Real-time DVR System simulation steps are described in Table 5. 

 

Figure 24.  

 Real-Time Response of DVR to Voltage Disturbances 

 

 The simulation results in Figure 24 vividly illustrate the DVR’s ability to 

adjust almost seamlessly to fluctuations, thereby underscoring its efficacy and 

reliability for essential operations. The slight variance from the idealized response 

curve not only confirms the DVR’s operational effectiveness but also its critical role 
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in ensuring power system reliability and stability under the stringent requirements of 

real-time applications. 

 While simulations provide a controlled environment to test and validate the 

performance of the proposed optimization algorithm, relying solely on simulations 

may not capture all real-world complexities. Therefore, we consider additional 

validation methods for future work: 

- Experimental prototyping: Developing a physical prototype of the DVR system and 

testing it in a laboratory setup to observe real-time performance and validate 

simulation results. 

- Field testing: Using the optimized DVR in real power grid environments to evaluate 

its effectiveness in real-world conditions. 

- Historical data analysis: Comparing the performance of the algorithm with previous 

data from existing DVR implementations to evaluate improvements and verify the 

results. 

- Comparing against industry standards: Assessing the performance of the optimized 

DVR against established industry benchmarks and standards. 

These additional methods will ensure detailed validation and provide the practical 

applicability of the proposed optimization approach. 

Reason for the exclusive use of THD as an objective function 

 In addressing the question of our sole focus on THD as an objective function, 

it is necessary to explain the strategic underpinnings of this choice. THD has been 

universally accepted as the most important indicator of power quality, especially in 

the context of DVRs. The main reasons for prioritizing THD in our study are 

multifaceted: 

- Impact on power quality: THD is a direct measure of harmonic distortion in 

power systems and affects the operational efficiency and life of electrical devices. 

Minimizing THD in DVR applications directly correlates to improving power 

quality, aligning with our primary research objective. 

- Compliance with standards and practices: The selection of THD as the criterion 

for optimization is done in strict accordance with established international standards 

such as those set by IEEE. This provides that our research results are not only 

academically robust, but also practically applicable and relevant to current industry 
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practices. 

- Focus of research: Focusing on THD allowed for an in-depth and detailed 

exploration of DVR optimization strategies. While the inclusion of additional 

objective functions can broaden the scope of research, it may also reduce the 

specificity and depth of analysis regarding the performance of DVR in improving 

power quality. 

 Additionally, our research methodology and findings centered around THD 

optimization ensure a fundamental platform for future studies. Further research could 

build on the insights and measures revealed by our study and investigate the 

integration of additional objective functions. 

 This strategic focus on THD, supported by its critical importance to power 

quality and its alignment with industry standards, justifies its selection as the sole 

objective function in our study and ensures that our research contributions are both 

significant and grounded in practical applicability. 

 

Threats to Validation 

 As part of our commitment to comprehensive and transparent reporting, we 

approve the existence of both internal and external threats that could impact the 

validity of our results. These issues have great importance for the correct 

interpretation of research findings and for guiding future studies. 
 

 

 Internal threats 

 Internal threats to validity refer to potential biases within the study design or 

execution that could lead to erroneous conclusions. One such threat is the risk of 

selection bias, where the sample may not be representative of the population, 

potentially skewing the results. Measurement error also poses a significant threat, as 

inaccuracies in data collection can introduce variances that affect the reliability of the 

results. Moreover, the training and test data sets must be independent to prevent 

information leakage that could influence the predictive performance of the models 

used (Clarkson & Wright, 2010). 

 

External threats 

 Apart from internal threats, external threats relate to factors beyond the 

control of the study that may affect the generalizability or applicability of the 



  76 
 

 

findings. A primary concern is the ecological validity, which questions whether the 

study conditions realistically simulate real-world scenarios. The rapid evolution of 

technology and changes in societal behaviors can also lead to ephemeral predictors, 

where variables that appear to have predictive power within the study period may not 

maintain that capacity over time, thus limiting the longevity and relevance of the 

study conclusions (Clarkson & Wright, 2010). 

 

Mitigating threats to validation 

 To mitigate these mentioned threats, rigorous methodological approaches 

have been used throughout the study. Cross-validation techniques were used to 

provide the robustness of our model predictions, and different sensitivity analyses 

were leaded to evaluate the stability of the findings under different assumptions and 

circumstances. Despite all these efforts, we encourage readers and future researchers 

to critically evaluate these threats when interpreting our results and to consider them 

when designing new studies. 

 

Practical Implications 

 The application of the BOA in optimizing DVRs for modern grids offers 

several practical interferences: 

- Feasibility: Integrating the BOA into modern grids feasible due to its simple 

algorithmic structure and relatively low computational requirements. 

- Scalability: BOA can be scaled to optimize DVRs in larger and more complicated 

power systems, providing strong performance in integration with heterogeneous 

grids. 

- Challenges: Possible challenges include the need for real-time data obtaining and 

processing capabilities to allow of dynamic adaptation of DVR settings. In addition, 

integrating BOA with existing control systems may require serious modifications to 

current infrastructure. 

Further studies will research these complexities and challenges in detail, aiming to 

build practical solutions for applying BOA in real world settings. 
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     Chapter IV 

Conclusion 

 The comparative analysis conducted here confirms the excellent performance 

of BOA-optimized DVRs over traditional PI-controlled DVRs in main ways such as 

THD reduction and voltage stability. This study provides an important foundation for 

further research on intelligent DVR systems and their application in modern smart 

grids. 

 A study of DVR optimization techniques has highlighted the remarkable 

effectiveness of the Bee Optimization Algorithm (BOA) compared to traditional PI-

controlled systems. BOA-optimized DVRs demonstrate high performance in main 

metrics such as THD reduction and voltage stability, informing the applicability and 

potential of bio-inspired algorithms in improving the reliability and quality of power 

systems. This comparative study provides a solid foundation for ongoing and future 

research aimed at developing and improving smart DVR solutions adapted to the 

complexities of modern smart grids. 

The evidence showed through comparative analysis clearly indicates the 

advantages of BOA-optimized DVRs, especially in terms of their THD reduction 

capabilities. Such findings highlight the critical role of biologically inspired 

optimization algorithms in dealing with the challenges presented by dynamic and 

complicated grid environments. The adaptability of BOA emerges as a main asset in 

meeting the characteristic fluctuations of grids with high renewable energy 

integration by enabling real-time adjustment of DVR parameters. Additionally, DVR 

systems developed with BOA have consistently demonstrated improved voltage 

stability across a variety of grid disturbances, including voltage sags and swells. 

In conclusion, the adaptability and robustness inherent in the BOA not only 

facilitate superior THD reduction but also point to a promising direction for the 

deployment of DVRs in power grids facing continuous evolution and increasing 

complexity. The significant THD reductions achieved by BOA-optimized DVRs 

highlight their practical applicability and highlight the transformative potential of 
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biologically inspired algorithms in optimizing power system operations for improved 

reliability and quality. 

 

Recommendation and Future Works 

 While BOA combined with DVRs was successful in reducing THD for linear 

loads, the same level of performance was not achieved for non-linear loads. This 

underlines many opportunities for further studies and possible optimizations. 

1. Refinement of Optimization Techniques 

 BOA demonstrates a fascinating impact in addressing certain variation 

problems, including those involving nonlinear loads. Its inherent design enables 

powerful exploration of the solution space, making it highly adaptable to complex, 

nonlinear dynamics. In the future, researches could go further to refine the BOA's 

talents, perhaps by enhancing specific parameters within the algorithm itself, thereby 

optimizing its convergence rate and precision without the need for hybridization with 

other metaheuristic algorithms like GA or PSO. This approach would preserve the 

strengths of BOA while potentially yielding even greater performance in handling 

complex, nonlinear challenges. 

2. Incorporating Machine Learning for Adaptive Optimization 

 Given the complexity of nonlinear loads and the varying nature of power 

quality issues, adaptive control strategies could provide better real-time optimization. 

Machine learning techniques, particularly reinforcement learning, could be integrated 

with DVR control schemes to adaptively optimize voltage correction based on real-

time load conditions and historical data. 

3. Modeling and Simulation of More Diverse Load Types 

 Future work could focus on enhancing the accuracy of load models for 

nonlinear systems. Developing more precise models that account for real-world 

nonlinearity and stochastic behavior would provide more robust testing environments 

for DVR optimization algorithms. Additional studies could simulate real-world 

scenarios with multiple nonlinear load types such as industrial motors, converters, 
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and variable frequency drives, which tend to have more pronounced harmonic 

distortions. 

4. Experimental Validation in Real-World Environments 

 While simulations offer valuable insights, experimental validation in real-

world grids is crucial. Implementing the optimized DVR system in diverse grid 

environments with nonlinear loads will provide practical data and reveal any 

potential limitations of the simulation models. Field trials in microgrids or smart grid 

setups, with varying load demands, would offer critical information for further 

refining the algorithm and DVR design. 

5. Power Quality Metrics Beyond THD 

 In addition to reducing THD, future research could investigate other power 

quality metrics that influence the performance of modern grids. Metrics such as 

voltage sag, flicker, and transient response could be considered to evaluate DVR 

performance comprehensively. Exploring how the BOA can optimize these 

additional metrics would contribute to a more holistic improvement in power quality. 

6. Hardware and Technological Advances 

 The efficiency of DVRs in handling nonlinear loads may also be improved by 

advances in hardware, such as faster switching devices, higher resolution sensors, 

and more powerful control processors. Future studies could explore the application 

of emerging technologies such as Wide Bandgap Semiconductors (e.g., SiC or GaN 

devices) for faster and more efficient voltage correction in DVR systems. 

 By addressing these recommendations, future research can overcome the 

challenges presented by nonlinear loads, ultimately improving the reliability and 

performance of DVR systems for modern power grids. 
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