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Abstract 

 

Real-Time Fake News Detection in Online Social Networks: FANDC Cloud-Based 

System 

  

 

GÖKSU, Murat 

PhD, Department of Computer Information Systems 
 

Prof.Dr. Nadire ÇAVUŞ 

 

Nov, 2024, 136 pages 
 

 

Online social networks (OSNs) have become a common way for people to 

communicate with each other and exchange ideas thanks to their rapid information-sharing 

features. The use of OSN is increasing day by day and accordingly, the number of users is 

increasing rapidly. However, fake news spread in OSNs can cause problems in social life, 

economic problems, and even political problems. Malicious people want to mislead and 

exploit OSN users by effectively using this loophole in OSNs. OSN users are greatly harmed 

by this situation and experience the negative effects of fake news in their daily lives. For this 

reason, it is considered that a fake news detection system is needed to facilitate the detection 

of fake news spreading in OSNs. However, there are no online and real-time fake news 

detection systems in the literature. This study aims to fill this literature gap and address the 

fake news detection problem with a cloud computing-based system called FANDC. In this 

context, the fake news detection in question was evaluated in seven different categories. The 

main purpose of this study is to detect fake news on Twitter, one of the OSNs, and divide it 

into seven subcategories. The system was developed based on the CRISP-DM methodology. 

To protect against possible cyber threats, the system running on MS-Azure cloud computing 

used the corpus created with approximately 99 million tweets downloaded from the GitHub 

repository during the COVID-19 period and the BERT algorithm. In terms of training 

accuracy, the system was trained in two periods with 100% accuracy during the modeling 

phase. Experimental results of the FANDC system achieved real-time detection and 

classification of fake news into seven subcategories with 99% accuracy. When previous 
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studies in the literature were examined, it was determined that the success rate in question was 

around 90%. However, other studies focused only on a single feature of fake news and relied 

on the success of the created system rather than real-time detection online. The FANDC 

system, on the other hand, can detect fake news and determine which category it is in with a 

99% success rate. It is evaluated that this developed system will greatly help social network 

users detect fake news in real-time, as well as identify them in seven subcategories. 

 

Keywords: Fake news detection, online social networks, artificial intelligence, cloud 

computing, text mining 
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Özet  

 

Çevrimiçi Sosyal Ağlarda Gerçek Zamanlı Sahte Haber Tespiti: FANDC Bulut Tabanlı 

Sistem 

 

 

GÖKSU, Murat 

Doktora, Bilgisayar Enformatik Sistemleri Anabilim Dalı 

 

Prof.Dr. Nadire ÇAVUŞ 

 

Kasım 2024, 136 sayfa 

 

Çevrim içi sosyal ağlar (ÇSA), hızlı bilgi paylaşım özellikleri sayesinde insanların 

birbirleriyle iletişim kurmasının ve fikir alışverişinde bulunmasının yaygın bir yolu haline 

gelmiştir. ÇSA kullanımı gün geçtikçe artmakta ve buna bağlı olarak kullanıcı sayısı da hızla 

yükselmektedir. Bununla birlikte ÇSA'lar da yayılan sahte haberler, sosyal hayatta yaşanan 

problemlerden, ekonomik problemlere ve hatta politik problemlere dahi neden olabilmektedir. 

Kötü niyetli kişiler ÇSA'larda ki bu boşluğu etkili bir şekilde kullanarak, ÇSA kullanıcılarını 

yanıltmak ve istismar etmek istemektedirler. ÇSA kullanıcıları bu durumdan oldukça zarar 

görmekte ve sahte haberlerin olumsuz etkilerini günlük hayatlarında yaşamaktadırlar. Bu 

nedenle ÇSA'larda yayılım gösteren sahte haberlerin tespitini kolaylaştırmak için bir sahte 

haber tespit sistemine ihtiyaç olduğu değerlendirilmektedir. Ancak literatürde çevrimiçi ve 

gerçek zamanlı sahte haber tespit sistemleri bulunmamaktadır. Bu çalışma, bu literatür 

boşluğunu doldurmayı ve sahte haber tespit problemini FANDC adı verilen bulut bilişim 

tabanlı bir sistemle ele almayı amaçlamaktadır. Bu kapsamda söz konusu sahte haber tespiti 

yedi farklı kategoride değerlendirilmiştir. Bu çalışmanın temel amacı ÇSA’lardan biri olan 

Twitter’da sahte haberlerin tespit edilerek yedi alt kategoriye ayrılması oluşturmaktadır. 

Sistem, CRISP-DM metodolojisi esas alınarak geliştirilmiştir. Olası siber tehditlerden 

korunmak için MS-Azure bulut bilişim üzerinde çalışan sistemde, COVID-19 döneminde 

GitHub deposundan indirilen yaklaşık 99 milyon tweetle oluşturulan külliyat ve BERT 

algoritması kullanılmıştır. Sistem eğitim doğruluğu açısından modelleme aşamasında 100% 

doğrulukla iki periyotta eğitilmiştir. FANDC sisteminin deneysel sonuçları, sahte haberlerin 

gerçek zamanlı tespitini ve yedi alt kategoriye ayrılmasını 99% doğrulukla gerçekleştirmiştir. 
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Literatürde daha önceki çalışmalar incelendiğinde söz konusu başarı oranının 90% civarında 

olduğu tespit edilmiştir. Bununla birlikte diğer çalışmalar sadece sahte haberin bir tek 

özelliğine odaklanmış ve çevrimiçi gerçek zamanlı tespit etmekten öte oluşturulan sistemin 

başarısı esas alınmıştır. FANDC sistemi ise sahte haberi tespit ederek hangi kategoride 

olduğunu 99% başarı oranıyla tespit edebilmektedir. Geliştirilen bu sistemle, sosyal ağ 

kullanıcılarının sahte haberleri gerçek zamanlı olarak tespit etmelerinin yanı sıra onları yedi 

alt kategoride tespit edebilmelerine büyük ölçüde yardımcı olacağı değerlendirilmektedir. 

 

Anahtar kelimeler: Sahte haber tespiti, çevrim içi sosyal ağlar, yapay zekâ, bulut bilişim,  

metin madenciliği,  
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CHAPTER 1 

INTRODUCTION 
 

The introduction of this thesis is divided into six subsections. In the first part; the 

background of the problem, the statement of the problem in the second part, the aims and 

objectives in the third part, the significance and limitations of the study in the fourth and 

fifth parts, respectively, and the overview of the thesis organization are presented in the six 

sub-headings. In these sub-headings, the background in the formation of the problem is 

explained respectively, then the definition of the problem is made and the aim and 

objectives are discussed within the scope of the limitations of the study. In the last part, the 

thesis organization, which guides the detailed description of the study, is presented. 

 

1.1 Background 

Fake news is defined as viral content that looks like real news, based on fake 

information, that is, shared by too many users. Fake news may consist of completely false, 

incomplete, or false information, or it may also be an incomplete or biased presentation of 

true information. Fake news is intended to deceive its readers. Through traditional media 

or social media, it tends to give false information to the reader and mislead him. Some of 

this news attempts to mislead the reader or influence the reader's thinking about a topic. 

Some of these types of news, on the other hand, aim to increase the number of visitors to 

the website by giving an eye-catching headline and completely fabricating the content of 

the news. Fake news, by its very nature, is expected to cause an information disorder 

(Seddari et al., 2022a). 

With the Industry 4.0 revolution, the rapidly digitalizing world has begun to evolve 

from an industrial society to an information society, and the age we live in has been named 

the information age. There is an increasing correlation between the abundance of 

information we face in the information age and the news circulating in traditional media 

and social networks. The relationship between attempts to mislead the public and fake 

news dates to the early days of journalism. However, with the spread of the internet and 

especially social media, this relationship gained a new dimension and moved to a more 

advanced stage. Digitization, which has caused great changes in the format, presentation, 

distribution, and consumption of news as well as news content, has also increased the 
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possibilities of the formation and dissemination of fake news. Manipulations can be made 

over news texts as well as images such as photographs and videos (Shu et al., 2017). 

In the pre-internet era, news was under the control of professional journalists, such 

as journalists, editors, and news directors, called gatekeepers. They decide what is and isn't 

shared with the public. With the spread of the Internet, the influence of educated 

professionals in the news flow has decreased and it has become difficult to distinguish 

between true news and false news. The fact that everyone is a broadcaster, along with 

OSNs, has made it easier for fake news of unknown origin to be produced and circulated. 

Fake news has become a social problem as users share this fake news, sometimes 

consciously and sometimes unconsciously (Shu et al., 2020a). 

Unfortunately, Turkey is one of the leading countries in the world in the production 

and prevalence of fake news. According to the Digital News Report published by Reuters 

every year, it shows that in 2022, approximately 62% of users in Turkey encounter at least 

one fake news every week (Newman, 2022). One of the main reasons for the prevalence of 

fake news is that users share news without checking whether it is true. Anyone can 

produce fake news for various purposes. The most important thing is how widespread fake 

news is, which is a situation related to users. Therefore, the fight against fake news begins 

with increasing the digital literacy skills of users. Obtaining a critical point of view, not 

sharing unverified information, approaching the information encountered in social media 

with suspicion, and having an idea about the sources from which information is obtained 

are among the things that users should do to combat fake news. A digitally literate user 

should be able to distinguish between right and wrong, the nature and quality of the 

accessed content while analyzing the content he encounters on the internet. 

There are some ways to spot fake news encountered on the Internet and OSNs 

(WHO, 2024). These can be listed as: 

• To be skeptical of headlines, fake news often has catchy headlines in all 

caps with an exclamation point. If the shocking claims in the headline sound 

preposterous, it's probably fake news. 

• Taking a close look at the web address (URL), a fake or fake web address 

may indicate false news. Many false news sites imitate real news sources by 

making minor changes to their internet address. 

• Researching the source, it should be ensured that the news is written by a 

reliable source with a reputation for accuracy. If the news comes from an 

unknown organization, see the “About” section on the website for more 
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information. News sites that do not contain information about the owner 

should not be trusted. 

• Watch out for unusual typefaces, many fake news sites have typos or weird 

page layouts. 

• Beware of photos and videos, false news often contains manipulated images 

or videos. Sometimes the photo may be used out of context even though it is 

real. It's important to confirm the photo or image using Image Searches to 

understand where the image came from. 

• Examining dates, the date and timeline in false news may be illogical or the 

dates of events may have been changed. 

• Checking the evidence, check the author's sources to make sure they are 

correct. Lack of evidence or reliance on unnamed experts may indicate that 

the news is fake. 

• Looking at other news sources, the absence of another news source 

reporting the same news may indicate that the news is fake. If the news is 

reported by more than one trusted source, the news is more likely to be true. 

• Is the news a joke? sometimes it can be difficult to distinguish false news 

from humor or satire. Check if the news source is known for the parody and 

try to understand from the details and tone of the news if it is just for 

entertainment purposes (Affelt, 2019). 

Human beings generally tend to believe in fake news that confirms what they 

believe. If some news coincides with the believed realities, it becomes difficult to doubt 

that news. Fake news is designed following this feature of people. It is important to be 

skeptical of news encountered on the Internet and not to share news that is not sure of its 

accuracy. 

However, it will be very difficult to personally confirm as mentioned above. There 

are some fake news detection studies in the literature. However, none of these yielded real-

time results but mostly remained at the experimental level. For the research, this study will 

detect fake news spread on Online Social Networks (OSNs) in real-time and evaluate it in 

seven sub-categories. In this context, Artificial Intelligence (AI) applications as well as 

Machine Learning (ML) algorithms were systematically reviewed to detect fake news 

quickly and accurately. Thus, possible difficulties were identified, and suggestions were 

made for both ML-based and AI-based detection systems in real life. However, the 
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available literature has shown that it is at the experimental level as previous studies 

focused more on the performance of algorithms to increase accuracy and precision, 

working with pre-labeled data rather than a dynamic dataset. 

1.2 Problem Statement 

The main challenge in the research area, unlike studies in the literature (Ahmad et al., 

2022), is the real-time detection of fake news spread on OSNs. Since the studies in the 

literature focused on the success of ML algorithms (Goksu & Cavus, 2019a; Ahmed et al., 

2021; Hakak et al., 2021; Lahby et al., 2022; Pal & Pradhan, 2023; Rawat et al., 2023) with 

previously labeled data, they could not reveal a real-time approach. However, in these studies, 

the detection of one or more types of fake news such as disinformation, misinformation, or 

hoax was generally studied. In addition, some other studies only used data collected from 

some news sources or websites (Ozbay & Alatas, 2020a; Umer et al., 2020; Huang & Chen, 

2020a; Kaliyar et al., 2020a; Jiang et al., 2021; Li et al., 2021a; Verma et al., 2021a; 

Choudhary & Arora, 2021a; Liao et al., 2021a; Seddari et al., 2022b; Wei et al., 2022; Shihah 

et al., 2022) other than OSNs, that spread fake news and either rumors or hoaxes. However, 

the detection of fake news emerges as a problem that needs to be addressed holistically. As 

explained in detail in the literature review, which is the second part of the study, the types of 

fake news that are considered to be most widespread in OSNs were identified and divided 

into seven subcategories, which formed the basis of this study. In this study, each of the fake 

news, which is evaluated in seven subcategories: clickbait, disinformation, hoax, junk news, 

misinformation, propaganda, and satire, is discussed separately (Cavus et al., 2023). 

A unique corpus has been created to fill this gap in the literature, detecting fake news 

spreading on OSNs and, in doing so, providing real-time feedback to OSN users across seven 

different categories while avoiding potential cyber threats (Cavus et al., 2023). Creating this 

corpus unique to the system has been achieved as a result of the complete and meticulous 

implementation of the text preprocessing steps of text mining (Işık & Dağ, 2020), which is a 

sub-category of data mining. Accordingly, it is considered that real-time fake news detection, 

implemented with the system called FANDC, will guide future studies. 

Recently, there has been an increasing number of studies on fake news detection 

within the framework of developments in ML (Alghamdi et al., 2023; Altheneyan & 

Alhadlaq, 2023), NLP techniques (Al-Garadi, Yang & Sarker, 2022; Salloum et al., 2022), AI 

algorithms (Thang & Trang, 2023; Al-Asadi & Tasdemir, 2022) and text mining (Li et al., 

2022; Tavana et al., 2022). However, in most of the studies, it is seen that the success rates 
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fluctuate at certain levels since the researchers do not create their corpus and they skip the 

data pre-processing stage classically (Çetin & Yildiz, 2022; Werner de Vargas et al., 2023). It 

has been seen that these studies are mostly carried out by using data belonging to a certain 

period and they are far beyond making a dynamic or real-time determination. These studies 

do not go beyond optimizing an algorithm or proving the stability of a data set (Goksu & 

Cavus, 2019b; Tsfati et al., 2020a; Ahmed et al., 2021; Al-Asadi & Tasdemir, 2022). Thus, 

the fake news detection problem is of interest at the experimental level. Secondly, the 

problem of detecting fake news is tried to be solved through traditional media tools related to 

this issue. There is many fake news sites created on this subject (theonion.com, 

newyorker.com, Abcnews.com.co, AmericanNews.com, etc.), or websites that hoax and make 

fun of the news, etc. exists. The data obtained from such sources is used as a reference source, 

which cannot go beyond being a source for repeated studies after a while. Third, it is known 

that fake news is circulated more in online social networks in parallel with today's 

technological developments. Traditional media tools, which have undergone a rapid 

transformation in the last decade, have been replaced by online social networks and have 

become daily news and information sources (twitter.com or x.com, Facebook.com, 

Instagram.com, web.whatsapp.com, linkedin.com, etc.). The development of mobile phone 

capacities and speeds as well as the speed of internet technologies is considered another 

trigger of this problem (Herrero-Diz et al., 2020). Finally, being able to be online and in real-

time detection in fake news detection systems is inevitably the target of certain focal points or 

some legal/illegal organizations that are hostile to the country. Therefore, the system to be put 

forward must be online, avoiding cyber threats or being protected. Since this is considered to 

be a detailed study of a separate study, it is considered that the system's work on cloud 

computing will make a similar contribution. In this context, the absence of an online and real-

time detection system represents a gap in the literature, while protecting or at least avoiding 

cyber threats is considered the biggest vulnerability in the literature. 

1.3 Aim and Objectives 

The main aim of this study is to develop a system that detects real-time fake news in 

OSNs in seven sub-categories with the BERT algorithm, an AI algorithm, avoiding cyber-

attacks based on cloud computing. In this context, to achieve the main purpose of the 

study, the sub-objectives are listed as follows. 

• With the developed system, is it possible to detect online and real-time fake 

news spread on OSNs?  
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• Is it possible to classify fake news spread in OSNs with the developed 

system?  

In this context, the objectives of the study are as follows: 

• To collect big data from Twitter via API and create a corpus to perform the 

analysis uniquely. 

• To ensure that the corpus to be created is error-free by completely fulfilling 

all stages of data mining and text mining. 

• To ensure that the data obtained in this framework is stored and operated 

dynamically in the database. 

• To enable OSN users to make online and real-time inquiries. 

• To ensure that the created system runs smoothly on the cloud. 

• To avoid cyber-attacks. 

• To detect whether the news is fake or not. 

• To identify the type of fake news. 

1.4 Contribution of the Study to the Field 

The main contribution of this study to the field of Computer and Information systems is 

the real-time detection of fake news in OSNs within the framework of the purpose of the 

study and the active use of cloud computing systems to avoid cyber threats while doing this. 

The system, which works as a backup with the container structure created in the cloud, is 

more advantageous from possible cyber threats than a classic domain (teyitet.net). It is 

considered that cloud computing researchers will contribute to the production of more cyber 

security for the increasing security needs of such important websites. Within the framework 

of the data obtained from Twitter, the creation of the corpus produced for the system itself, 

together with a good data preprocessing process, will also contribute to researchers who want 

to work in the fields of computer science, text mining, and natural language processing. Thus, 

it is thought that future research will encourage researchers to create their corpus, excluding 

datasets shared on social networks or websites produced for fake news detection. In addition, 

the situation encountered when the literature is examined shows that fake news detection 

studies have a stagnant structure. In other words, a database obtained from social networks 

cannot go beyond an understanding in which a model is created and algorithms are tried or 

compared within the framework of this model. With this study, a system created with 

different algorithms such as BERT, ChatGPT, Bard, and Bing is recommended to researchers 
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working/will be working in the field of algorithm development, which will contribute to the 

creation of more different and text mining-specific models in the future. 

1.5 Significance of the Study 

With the Covid-19 pandemic, the rapidly increasing use of OSN and the changes in 

information/news practices have revealed the problem of fake news, which has a pretty 

widespread effect. To cope with this problem that affects daily life and behavior, this 

problem, which is handled differently from the studies in the literature, is important in that 

it is real-time and gives real-time feedback to OSN users by handling fake news in seven 

categories, and while doing all this, it works cloud-based and avoids cyber threats. Since 

there is no similar study in its field, the importance of this study increases even more. This 

study will contribute to OSN users and protect them from the possible harmful effects of 

OSNs by making fake news detection in OSNs in seven sub-categories and in real-time. 

1.6 Limitations of the Study 

The limitations of this research are limited to Twitter, which is one of the OSNs and is 

considered a micro-blogging network and is often used text-based. Because other OSNs 

usually have more complex sharing than text sharing. For example, pictures and short videos 

are usually shared on Instagram, and short texts are written under these posts. On the other 

hand, it is used by OSN users in the same context in parallel with the purpose of its 

emergence on Facebook. The study was limited to Twitter, as it requires more complex work 

to process images and videos and detect fake news on these networks. In addition, to create 

the FANDC corpus, 99 million tweets were sent from Twitter, which was used extensively 

during the Covid-19 pandemic period, between 01 January and 01 April 2020, and data were 

collected from certain tags. These tags are #pandemic, #covid, #Covid-19, #fakenews, 

#corona, #coronavirus, #coronavaccine, #vaccine, etc. consists of tags. 

In this study, since ML algorithms are frequently studied in the literature, unlike ML 

algorithms, it is limited to Google's state-of-the-art BERT algorithm. 

The fake news spread in OSNs is handled in only seven categories, which is 

unprecedented in the literature such as clickbait, disinformation, hoax, junk news, 

misinformation, propaganda, and satirical thus it has been limited to these seven categories. 

Finally, since the FANDC system works with big data, it is thought that the storage 

capacity and processor of a computer will be insufficient, so the studies were carried out in 
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the cloud, not on the local computer. It was run on MS Azure Cloud Computing with 20 GB 

RAM, 500 GB SSD HDD, and 8 Core CPU processing power. 

1.7 Overview of the Thesis 

The present thesis contains five distinct chapters described as follows:  

The first chapter is the introductory part of the thesis report that explains the main 

study aim and statement of the problems that motivated embarking on the study, it also 

highlights the significance of carrying out the study, as well as some of the limitations 

faced.  

The second chapter entitled “Literature Review” is the backbone of the research that 

updates readers on what was done on the research topic, what is the research gap, and what 

we could foresee from the future. Accordingly, the second chapter portrays the systematic 

approach followed in searching, analyzing, and discussing related works thematically, 

methodologically, and chronologically. And, the “theoretical framework”, explains the 

information needs of the information society, which the thesis deals with, and how it is 

tried to be achieved individually. Afterward, the relationship between online social 

networks and fake news as a means of accessing information or news is conceptually 

discussed. How fake news spreads in online social networks their detection methods and 

possible effects on society are explained. 

The third chapter titled “Methodology” describes the recommended research 

procedure used during research data collection, data analysis, and report writing. 

The fourth chapter of the thesis explains the results obtained with the created system. 

The fifth chapter of the thesis includes the discussion section and its subcategories 

within the framework of the results obtained. 

The sixth chapter, which is the final chapter of this thesis, concludes with the 

conclusions obtained within the framework of the findings, and recommendations for 

future studies. 
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CHAPTER 2 

LITERATURE REVIEW 
 

 

Research-related conceptual definitions, descriptions, and information related to the 

subject that already exists in the literature are given in this chapter. This chapter as the 

backbone of the research updates readers on what was done on the research topic, what is the 

research gap, and what we could foresee from the future. Accordingly, the second chapter 

portrays the systematic approach followed in searching, analyzing, and discussing related 

works thematically, methodologically, and chronologically. 

 

2.1 Theoretical Framework 

This section provides explanations of the theoretical basis for efforts to detect fake news 

in OSNs using ML and AI models. This research effort includes expertise in computer 

science, data science, text mining, cloud computing and AI. Specifically, this section will 

discuss in detail the processes of obtaining information and reaching news from traditional 

media to social media, the concepts of online social networks and fake news, how fake news 

spreads in OSNs, its effects on society and detection methods. 

2.1.1 Online Social Networks and Fake News 

To fully understand online social networks, it is necessary to examine the concept of 

“new media” first. New Media is an innovative concept that has taken part in all human lives 

all over the world with the digital transformation of media. It is the general name given to the 

types of media that use digital technology together with the use of social media and the 

internet (Zinderen, 2020). It can also be defined as new methods developed for old 

technologies. Newspapers and magazines include instant digital sharing, unlike older media, 

which refers to traditional forms of media such as television and radio. In general, the term 

“new media” identifies content that is available on-demand by humans over the internet from 

any place in the world (Walther & Whitty, 2021). This content can be viewed by the user on 

any smart device such as mobile devices, mobile phones, etc. at any place that has an internet 

connection in the world. Also, it allows users to interact with the content in real-time by 

adding their own opinions and making it easy for them to share the content with their friends 

just in time and socially. On the other hand, network society, which emerged as a result of 

these technological developments, has started to use more online social networks in accessing 



 
 
 

10 
 

information (Van Dijk, 2016). In this context, the first quarter of the 2000s we are in has been 

named “new media age” or “information age” (Duff, 2023). With the introduction of internet 

technology into our lives, the circulation speed of information has increased accordingly. In 

the beginning, internet technology, called Web 1.0, was not open to the active participation of 

users. Later, with the development of Web 2.0 technology, which allows the participation and 

interaction of users, individuals have become active users of the internet with many ideas and 

designs of their own (Ersöz, 2020). The features of new media, which can be listed as 

digitality, interaction, multimedia, user-based content production, hypertextuality, diffusion 

and virtuality, have triggered the development of social networks. Within the framework of 

all these features, social media or social networks have emerged with the individual use and 

spread of the internet. Thanks to social networks, users can not only communicate with their 

environment, but also share many contents and messages such as information, news, photos, 

videos from these platforms. Accordingly, social media/networks, unlike traditional media, 

are environments in which individuals actively participate. Social networks, in which users 

play an active role, eliminate one-way communication and allow mutual interaction. 

Messages, news, or any information created on social media networks belong to the users 

themselves. Social networks also can be defined as environments where people can produce 

content as they wish and publish their ideas and thoughts. Social networks, blogs, wikis, 

microblogs, photo and video sharing sites are examples of social media/networks applications 

(Sasahara et al., 2021). All these processes are directly proportional to the increase in the 

adoption of mobile technologies, as seen in Figure 2.1(Kemp, 2024a). 
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Figure 2.1  

Overview of the adoption and use of the connected device and services as of January 2024 

(Kemp, 2024a) 

 
 

 

Undoubtedly, the developing communication technology and mobile phones have a 

great impact on this increase. As can be seen in Figure 2.2, the use of social networks is 

increasing every year (Kemp, 2024b). 

 

 

 

 

 

 

 

 

 

 

 



 
 
 

12 
 

Figure 2.2  

Change in the use of connected devices and services over time of January 2024 (Kemp, 

2024b) 

 
 

 
Social networks have a very important effect on creating consumption patterns that 

can be considered uniform throughout the world, converging the standards of access to 

information, and creating a global mass culture in the world through social networks. In this 

context, it is considered that the role of the Internet in changing the flow of daily life through 

social networks in the transition from “the information age” to “the disinformation age” is 

quite effective. The change in the new social structure brought about by the accelerating 

globalization, accompanied by the accelerating effect of social networks in accessing 

information, resulted in the deterioration of social life and daily social life rapidly shifted to 

social networks. As a result, people who are users of social networks have begun to be seen as 

an object rather than a subject by social network service providers. In other words, the human 

being, the consumer of social networks, has become the main product. In social networks, 

each product, that is, human perceptions, has been manipulated and kept somewhere between 

reality and truth and has become the object of future transactions. In social networks, the 

number of users and the constant online presence of users are important. Because people with 
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high consumption potential have the potential to see and read all kinds of information sent to 

them on social networks, and to share it with their followers, as well as being affected. For 

example, on Twitter, which is considered a microblogging network, it is known that fake 

news spreads six times faster than real news. Due to this feature, Twitter is the social network 

with the most misinformation and disinformation. At this point, one of the biggest 

manipulative problems of social networks such as misinformation and disinformation spread 

because of the post-modern age has emerged. 

2.1.2 Fake News Concept 

Fake news, which is considered to have emerged with the widespread spread of daily 

news after the invention of the printing press, highlighted its actuality in parallel with the 

technological developments of the fourth industrial revolution. However, there is no agreed 

definition of the term “fake news”. If we look at some of the commonly used definitions of 

fake news in the literature, it would be possible to briefly define it as “news articles that are 

intentionally and verifiable false and may mislead readers” (Tandoc Jr et al., 2018). Fake 

news contains false information that can be verified and is created with dishonest intentions 

to mislead consumers.  

This definition has been widely adopted in recent studies. If we look at the broader 

definitions of fake news, the focus is on the authenticity or purpose of the news content. 

Treating deceptive news that includes clickbait, disinformation, hoax, junk news, 

misinformation, propaganda, and satire directly as fake news offers the broadest framework 

that fits this definition. In this context, fake news is divided into seven categories in this 

study. Looking at the concepts in these seven sub-categories of fake news; 

• Clickbait, is defined as the use of exaggerated and eye-catching headlines to 

get users to click on the link. The most striking feature of the clickbait is that 

the title and the content are unrelated to each other. While the title makes 

exaggerated promises to readers, the content doesn't deliver on that promise. 

When the link is clicked, the information to be accessed is not included in the 

content (Zhou, 2017). 

• Disinformation, the deliberate dissemination of dirty information in OSNs or 

media organs to mislead the public is called 'disinformation'. Disinformation is 

a method often used to create public opinion or cause chaos with distorted and 

false information. Disinformation activities start with the dissemination of 

small bits of information through certain individuals and groups and can grow 
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to cause outrage. Unconfirmed information, inadvertently or deliberately 

magnified by OSN users, quickly manipulates audiences, and leads to greater 

confusion (Alam et al., 2021). 

• Hoax, deceptive message or humour is content based on fake news or false 

information created to influence audiences or defame brands. The highest 

possible social claims can be defined as fabricated news and its dissemination 

with the aim of influencing large numbers of people. The aim here is to trick 

the victims into accepting the claim or news without thought (Shu et al., 

2020b). 

• Junk News, it’s a sarcastic term used on OSNs for news that includes 

sensationalized, personalized, and homogenized unimportant junk. It is very 

easy to generate and propagate in OSNs as it does not contain specific 

information. Most of the time, it is not used for reading, but only for affecting 

the target audience in some way (Venturini, 2019a). 

• Misinformation, is defined as misinformation shared without the intention of 

harm and its spreading process. In other words, disseminating false, 

inaccurate, or incomplete information, with good or bad intentions, can be 

defined as misinformation (Wu et al., 2019). 

• Propaganda is defined as ensuring the systematic dissemination of certain 

ideologies by making use of various means of communication and forcing 

individuals to accept a system of thought or fulfill the requirements of the 

system. On the other hand, propaganda is also described as a predefined form 

of communication made by individuals or state bodies and aimed at 

influencing and manipulating people's behavior in a certain way. Propaganda 

has two indispensable features as influence and manipulation (Chaudhari & 

Pawar, 2021). 

• Satire can be expressed as the content produced by satirical news sites or the 

posts prepared for parody but with the potential to be mistaken for real by the 

users, or it can be defined as the realization of the fictional content created for 

the purposes such as sarcasm, criticism, entertainment, although its main 

purpose is not to create or spread false news (Onan & Toçoğlu, 2020). 

The influence of the media, especially social networks, on societies in the post-truth 

era should not be denied. Thanks to OSNs such as Twitter and Facebook, whose content is 
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created by users and which enable bilateral/simultaneous sharing of information on the 

internet, billions of people have access to information in a very short time. In addition to the 

positive features of OSNs such as speed, and easy and cheap accessibility, the fact that the 

information they contain is often unchecked is an important problem (Tsao et al., 2021).  

OSNs influence in social events showed itself in the anti-globalization protests 

protesting the meeting of the World Trade Organization (WTO) in Seattle in 2000 (Seattle 

Municipal Archives, 2000) the Green Movement that emerged in Iran in 2009 and then the 

Middle East in 2010 (Milani, 2010). OSNs had an unexpected effect on societies in the Arab 

Spring that broke out in the Middle East. In fact, the Arab Spring has begun to be called the 

“Facebook Revolution” by many (Wolfsfeld et al., 2013). Similarly, the influence of OSNs in 

daily politics has increased noticeably and US President Barack Obama took the title of 

“digital president” by using OSNs very effectively in the 2008 elections (Bimber, 2014). 

However, it can be said that manipulation, disinformation and distorting the truth with fake 

news emerged mostly in the Brexit vote and the US elections in 2016. Although the 

information pollution in OSNs during Donald Trump's presidential election campaign did not 

directly affect the election results, the effect of these news on the voters was partially 

accepted (Hall et al., 2018). In this context, Gabler is not wrong to use the definition that 

“Twitter is to Trump what radio is to Franklin D. Roosevelt and television is to JFK” (Walter 

& Andersen Tuttle, 2023). Groups supporting Trump, who throughout the campaign claimed 

that President Obama and Hillary Clinton were the founders of ISIS, that Obama was not a 

US citizen, and that Hillary Clinton laughed at a 12-year-old rape victim, said that, they 

occupied the public's agenda for a long time with fake news such as “He Will Call to War”, 

“Barack Obama Confessed Born in Kenya”, “FBI Agent Involved in Hillary's Corruption 

Infiltration Dies”. If we consider the rate of spread of this news and its position against the 

mainstream media, it would be useful to look at Buzzfeed's analysis in Figure 2.3 (Silverman, 

2016). According to this research, while sharing and commenting fake news by US users on 

Facebook in the USA increased from 3 million to 8.7 million in 2016, this number decreased 

from 12 million to 7.3 million for the news of the mainstream media. 
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Figure 2.3  

Buzzfeed Analysis (Silverman, 2016) 

 
 

Although fake news has come to the fore with the 2016 presidential election in the 

USA, it still maintains its old popularity (Stahl, 2018). Fake news, information pollution, 

misinformation and disinformation are widely used in all kinds of thoughts and opinions in 

the form of propaganda, rumors, hoaxes, and trivial news (Meel & Vishwakarma, 2020). In 

this context, OSNs are generally used to gather users around a certain idea or to manipulate 

users who gather around the same idea to direct them according to their own social-political 

or economic interests. In fact, although the purpose is very different, the primary goal is to 

manipulate users by creating information pollution in OSNs. Economic crises, low-intensity 

regional wars, political conflicts arising from border violations between the two countries or 

extraordinary situations such as the current Covid-19 pandemic are also frequently seen, 

especially in country elections. Both scientists and journalists argue that OSNs that emerged 

within the framework of technological developments trigger social movements.  

For instance, The Yellow Vests movement, which broke out on 17 November 2018 

when more than 280 thousand people took to the streets in France to protest the government, 

is perhaps the most current and sharp manifestation of the anti-austerity protest wave in 

Europe. Aside from the global background of these protests, the Yellow Vests have historical 
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significance for France. Because the Yellow Vests are claimed to be the biggest social event 

that France has experienced since the 1968 movement. The main reason for the social 

movement that started with the Yellow Vests protest in France was the desire to cancel the 

additional environmental tax enacted by President Macron. The movement, which initially 

started as a democratic right-seeking movement, became increasingly violent as the activists 

multiplied. Even the mass of the people, who remained outside of this situation and did not 

take kindly to the action issues, began to lean towards the events. We can state that the main 

communication tool in the protest movements that started in France is social media. Hours 

before the government canceled the proposed tax hike on 06 December, 2018, a poll for 

French newspaper Le Figaro found that 78% of the public believed the Yellow Vests were 

fighting for the general interest of France (Ramaciotti Morales et al., 2022). According to 

BFM TV, the date when the fuel tax was withdrawn on the same day was the day when the 

active groups on Facebook, La France en colère (AngryFrance), Gilet Jaune and Gilet jaune, 

interacted the most. Users across France shared images and texts on Facebook expressing 

their anger and condemning the government. While these pages have come to the fore, so-

called “angry groups” have started appearing on Facebook since January 2018. For regions in 

the country's geography, such groups were organized to share people's grievances on political 

and economic issues. Also, the speed and popularity of these groups in their spread coincide 

with the change in Facebook's algorithm too (BBC, 2018). 

Fake news is frequently seen in situations such as extraordinary situations, especially 

in country elections, economic crises, low-intensity regional wars, political conflicts arising 

from border violations between two countries or the ongoing Covid-19 pandemic. The aim 

here is to manipulate the environment as desired by inciting people to fear and panic in OSNs 

(Zhang & Ghorbani, 2020). However, even though OSNs such as Facebook and Twitter try to 

take some precautions for their users, malicious people continue to exploit these networks 

(Iosifidis & Nicoli, 2020). For example, if we go back to the days when the corona virus first 

appeared, it is seen that there are extremely unfounded and misleading news and even 

pictures (Figure 2.4, https://twitter.com/Michael61070620/status/1252751416109617152) 

circulating on social networks that it is transmitted to people from foods such as bat and dog 

meat, which is usually consumed by the Chinese. 

 

 

 

  

https://twitter.com/Michael61070620/status/1252751416109617152
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Figure 2.4  

Bat-eating Chinese Twitter screenshot 

(https://twitter.com/Michael61070620/status/1252751416109617152, Retrieved from Apr., 

30, 2020) 

 

 

 

 

 

 

 

 

 

 

 

Regardless of whether the content of these shares is correct or not, the circulation of 

OSNs has caused interaction between people by making propaganda material. It has occupied 

the public by being shared again and again by people who do not have good intentions. 

Arguments such as fake news, misinformation, disinformation, and propaganda, which were 

only seen in small-scale events/crises that occurred in local regions before the Covid-19 

pandemic, lead people to suspect what is true and false with the epidemic becoming global 

(World Health Organization, 2020). For instance, while the fifth-generation communication 

system trials in the UK continue in certain regions, completely unfounded and fake news that 

5G antennas emitted from OSNs triggered the coronavirus and increased its spread ended 

with the burning of 5G antennas, and 5G trials had to be postponed for a while (United 

Kingdom Government, 2020). In addition to the extremely realistic and natural measures such 

as masks, distance, and cleaning rules taken to protect against the coronavirus, the lie that 

colloidal silver treats Covid-19, which is also spread from OSNs and which has no scientific 

evidence, would prevent people from coronavirus, has also been used in history as a 

disinformation tool in the era of information abundance (Jeremiah et al., 2020a). 

Undoubtedly, the most important and still ongoing discussion of the corona pandemic is the 

issue of vaccination. Although it was thought at first that a vaccine could protect people from 

https://twitter.com/Michael61070620/status/1252751416109617152
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this pandemic, when the necessity of a second dose of vaccination was reported by the 

authorities in the future, it caused great reactions all over the world (Centers for Disease 

Control and Prevention, 2022). The WHO, which could not remain indifferent to all of these, 

published a statement on its website entitled 12 Myths about the Coronavirus and declared the 

situation an "infodemic" (World Health Organization, 2022).  

As a result, s can be seen from the examples above the most important innovation 

brought by social networks to the field of communication is that human communities who 

communicate face to face and socialize come together in virtual environments and share 

ideas, news and information in such environments. With this feature, social networks play an 

important role in the emergence and organization of social movements. 

2.1.3 How To Spread of Fake News on Online Social Networks  

OSNs are emerging networks to meet the daily news needs of people at all levels, 

from local to global, as well as to socialize and communicate with their surroundings. 

Especially they have emerged and become popular over the past 20 years. Nowadays, it 

does not seem possible to think of people without internet or in other words as separate 

from the network. In this sense, concepts such as “network society”, “informationalism”, 

“Fourth World” put forward by Castells (2016) have been the keywords used to explain the 

global changes and transformations in our age. 
“The emergence of a new technological paradigm organized around new, more powerful, and more 

flexible information technologies has allowed information itself to become a product of the 

production process. By transforming the information processing process, new information 

technologies have become effective in all areas of human activities, making it possible to establish 

infinite connections between various fields, as well as connecting representatives and members of 

these activities” (Castells, 2008: p.75). 

Again, according to Castells' this definition, “in such an uncontrolled, confusing 

world of change, people have become inclined to regroup around their essential, i.e., 

ethnic, religious, territorial, national identities (p.130)”. In this sense, with the emergence 

of new identities in social networks, traditional grouping mechanisms are seen to differ 

even more in OSNs. 

Dijk (2016b), on the other hand, has defined the term “network society” as a form 

of society that increasingly organizes its relations in media networks, replacing or 

complementing social networks of face-to-face communication. This means that social and 

media networks have shaped the most important organizational form and most important 

structures of modern society. 



 
 
 

20 
 

In this context, the number of internet and social media users worldwide published 

by Statista is shown in Figure 2.5 (Petrosyan, 2024, in billions). Accordingly, it is seen that 

the use of social media has increased in parallel with the increase in internet use. In this 

respect, increasing OSN usage means an increase in the amount of data spread on these 

platforms, thus indicating the amount of news spread on OSNs. 

 

Figure 2.5  

Number of internet and social media users worldwide as of January 2024 (Petrosyan, 2024) 

 

 
 

The forecast for the increase in social network usage in selected countries between 

2023 and 2029 is given in Figure 2.6 (Dixon, 2024a). It is evaluated that OSNs will be 

used even more with this increase. 
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Figure 2.6  

 Number of social network users in selected countries in 2023 and 2029 (Dixon, 2024a) 

 

 
 

According to Dixon (2024b), the ranking of the most popular social networks 

according to the number of monthly active users published in the research he conducted for 

Statista is shown in Figure 2.7. In the light of this data, the most used social platforms are 

listed as Facebook, YouTube, Instagram, and WhatsApp. 
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Figure 2.7  

Most popular social networks worldwide as of January 2024 (Dixon, 2024b) 

 

 
 

According to the Datareportal, Figure 2.8 shows (Kemp, 2024c) the average daily 

use of social networks in the quarter of the last three years. 
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Figure 2.8  

Daily Time Spent Using social media as of January 2024 (Kemp, 2024c) 

 
 

In the light of these data, it is strikingly understood that OSNs are gaining 

importance day by day and that we are a network society that grows with the information 

society. In this context, fake news spread on OSNs occurs in two ways. Malicious/bot 

accounts and echo chambers. 

2.1.3.1 Malicious Accounts in OSNs  

Social network users ubiquitously can socialize on OSNs for various reasons, 

interact with their friends, and be informed about regional and global developments 

anytime, anywhere (Du et al., 2019). Sometimes, for example, organizations use social 

networks to promote their products and reach customers directly through their own 

networks (Kauffmann et al., 2020). The situation is no different in academia. Academics or 

academic institutions use them to publish articles and record citations. Similarly, the 

classical news media announces breaking news on these platforms (Alkhodair et al., 2020). 

However, this popularity of OSNs also causes them to be misused from time to time. These 

abuses often stem from accounts called bots. Bot accounts are malicious accounts specially 

designed to cause harm, such as manipulating fake news, misinformation, disinformation, 
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and dissemination on OSNs (Orabi et al., 2020). Maybe they were created for a short time 

by well-intentioned people just to spread deception and rumors. But, these bot accounts in 

OSNs have the purpose of manipulating users to misinform, mislead, hide the facts, cover 

up, and confuse them. “Bot”, short for robot, is a software program that runs repetitively, 

and automatically, and performs predefined tasks. Bots often imitate or replace the 

behavior of human users (Wu et al., 2021). Because they are automatic, they work much 

faster than human users. They can perform useful functions such as customer service or 

indexing search engines, or unlike they can be used in the form of malware to gain full 

control over a computer (Xia et al., 2019). Organizations or individuals use bots for 

repetitive tasks that would normally need to be done by a human. The tasks undertaken by 

bots are usually simple and performed much more quickly compared to human activity. 

While the tasks performed by bots are generally useful, sometimes bots are also used in 

criminal activities such as data theft, fraud, or DDoS attacks. In OSNs, bot accounts are 

automated social media accounts that look like real profiles but are actually run by an 

algorithm. Bot accounts, also called social bots, are malicious accounts specially designed 

to cause harm such as manipulating and spreading fake news on OSNs (Derhab et al., 

2021). For example, it is known that 19 million bot accounts manipulated OSNs in the 

2016 US presidential election. Although these accounts, which are frequently encountered 

in OSNs, have been discussed for their role in online public discussions in recent years, 

OSNs do not only harbor malicious bots. For example, there are also bot accounts that 

automatically post poems, photos, or weather.   

On the other hand, there are also users called Trolls, who are frequently 

encountered in social networks from other malicious accounts in OSNs. A Troll is defined 

as someone who interacts with other online users using controversial comments or 

provocative posts. Their aim is not to create a critical or constructive speech, but to 

sabotage the discussion, polarize the parties, and create an environment where no one 

listens to each other by causing impulsive reactions and where prejudices deepen 

(Tomaiuolo et al., 2020). While troll content does not always carry an obvious political 

motivation, it is used to describe OSN users who make such provocations for 

entertainment purposes. Where we come from today, the term troll is also used for people 

who attack other users with discriminatory, xenophobic, sexist, and homophobic 

comments, interrupt the discussion and use mostly anonymous or fake accounts (Freelon et 

al., 2022). Trolls are separated from bot accounts because there is a real person behind the 

account, which acts to provoke and deliberately deepen the discussion. Bot accounts are 
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automated OSN accounts that look like real profiles but are actually run by an algorithm 

(Mazza et al., 2022). However, it is also known that in some cases, troll accounts support 

the news they want to spread with bot accounts. 

Research conducted by Carnegie Mellon University has revealed that almost half of 

the posts about the Covid-19 outbreak on Twitter are bot activity (Allyn, 2020). Another 

study reveals that 25 percent of the posts about the climate crisis belong to bot accounts 

and that climate denial is at the center of these posts (Marlow et al., 2021). It is shown that 

for whatever reason, the primary purpose of manipulating bot accounts is to try to change 

perceived facts. It is estimated that 25% of the fake news spread on Twitter, which is a 

very popular micro-blogging site in OSNs, originates from bot accounts. Taking the 

example of the 2020 US presidential election, for example, bot account activity on OSNs 

has increased more than ever before (Ferrara et al., 2020). From this point of view, such 

malicious bot accounts try to change their election behavior by influencing the emotions 

and thoughts of OSN users. Likewise, fake news that the Sars-Cov-2 virus, which emerged 

during the Covid-19 period and was heavily promoted in OSNs in the first days of the 

Pandemic (Goksu &Cavus, 2023), is transmitted from animals to humans and is the most 

important proof of this can be given as an example, which is the news that spread rapidly 

in OSNs and the Chinese who consumed dog meat (Yang, 2021). In this framework, OSN 

users, who were under intense information pollution after a while, started to think and 

share the same things, and a natural disinformation environment was formed. 

2.1.3.2 Echo Chamber Effect 

As stated above, OSN users, who start to think and share the same things under 

intense information pollution, begin to fall under the influence of echo chambers and filter 

bubbles. In this context, with the outbreak of the Covid-19 pandemic throughout the world, 

there are concepts such as "echo chambers" and "filter bubbles" at the beginning of the 

problems that occurred during the information age people's access to information, changes 

in information-seeking practices, and the abundance of information revealed (Cinelli et al., 

2021). Everything that is clicked on the internet creates a digital footprint. Search engines 

and OSNs follow these tracks using different algorithms and offer personalized content to 

users. Thanks to the algorithms, it is aimed to get more clicks, more views and more 

interaction. For example, a product viewed on one site appears as an advertisement on 

another site. Filtering the personal data from the digital footprint and exposing it to similar 

content that the user is interested in or may be interested in creates filter bubbles (Mir et 
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al., 2022). The best example of filter balloons is when looking at a product on shopping 

sites or when the product is added to the cart, they direct people to another product they 

think you can buy with their content in the form of "Similar products you can buy" (Aridor 

et al., 2020). Although it is thought that search engines are used more effectively and 

efficiently thanks to filter balloons, it is thought that search engines take control by 

deciding what information the user should see. The fact that filter balloons and echo 

chambers leave the user to a biased and uniform information flow paves the way for their 

use as censorship to control public opinion. The information age we live in has turned into 

the age of disinformation because of concepts such as misinformation, disinformation, 

propaganda, and fake news that emerged with the shift from social life to digital channels, 

especially during the Covid-19 period. In this period when reality and truth lose their 

meaning, following a certain group on OSN or being dependent on certain news headlines 

can lead to information pollution, be it personal preferences or the filter bubbles applied by 

OSNs. As social beings, people will want to be in social environments that they find 

reliable within the framework of information-seeking practices by exhibiting similar 

behavior patterns in OSNs. Thus, they will gravitate towards sources of information that 

are considered safe, which will result in the OSNs creating their echo chamber even if they 

are not caught in the filter bubbles. Another paradox of OSNs is that often-shared 

information is shared assuming it is true. For example, as Jeremiah et al. (2020b) 

mentioned, the news that colloidal-silver water has been effective in protecting people 

from viruses since ancient times in the Covid-19 pandemic has been reflected in OSNs and 

indirectly in the society. This has transformed the users, both producing and consuming 

information, into a homogeneous structure. As a result, it has become an important 

argument in the dissemination of fake news, as the extremes of ideas and opposing views 

occur in homogeneous communities. 

2.1.4 Fake News Detection Methods 

The amount of information shared in OSNs has increased in parallel with the increase 

in processor speeds and data storage capacities, especially thanks to the technological 

developments that have occurred with the Industrial 4.0 revolution. Increasing information 

sharing has led to the spread of the aforementioned fake news concept (Tsfati et al., 2020b). 

ML (Ahmed et al., 2021) and AI (Al-Asadi & Tasdemir, 2022) methods are widely used in 

the literature to detect fake news in many forms such as propaganda, disinformation, 

misinformation, clickbait, hoax and so on. ML is the ability to use the optimal algorithm to 
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transform a dataset into a model. ML algorithms are a kind of engine of ML, that is, they are 

algorithms that transform a dataset into a model. Which type of algorithm works best depends 

on the type of data analyzed, such as supervised or unsupervised, classification, regression, 

available resources, the nature of the data, and what is desired at the end of all processes 

(Nasir et al., 2021). In this sense, fake news detection is considered as a classification and 

regression problem. For example, identifying types of fake news can be a clustering exercise 

that can be handled with ML. As there are many studies in the literature on fake news 

detection, the most basic requirement is the linguistic analysis of the texts that make up a 

large part of the news data.  

AI, on the other hand, can be summarized as “the ability of a computer or computer-

controlled robot to perform various activities in a similar way to intelligent living things”. AI, 

perhaps one of the most important concepts of our age, is a very detailed field that can be 

studied on its own (Madani et al., 2021). Systems that can exhibit behaviors that are observed 

in living beings, especially humans, and which are characterized as intelligent behavior, have 

found a wide range of applications in Natural Language Processing (NLP), as in many other 

disciplines (Saquete et al., 2020). In this context, ML methods are a very popular approach to 

solving the fake news detection problem. Detecting fake news with tools like ML and AI is a 

classification problem. For this, a corpus is created by labeling the data that is considered 

both false and correct in the pre-trained model, and the result is obtained by comparing it with 

the existing data to be tested in this framework (Goksu & Cavus, 2019c). In all techniques to 

be created for fake news detection, steps such as preparation of the data set, preprocessing, 

selection, and creation of the model are applied first (Hickman et al., 2022). However, besides 

these techniques, there are also classically created and human-centered fake news detection 

sites. For example, while there are international websites such as Politifact.com, 

Newsbusters.org, and FactCheck.org, there are local websites such as Teyit.org, 

Malumatfurus.org, and DogrulukPayi.com in Turkey. News verification on these websites is 

done manually. When investigating the source of the news, experts look at some criteria such 

as the date of the news, access to reliable sources, reading and questioning the accuracy of the 

news objectively, verifying it from official sources, and verifying it on other verification 

platforms. As might be expected, such verification or detection of fake news on the Internet 

with OSNs is rather slow, expensive, and subjective. It may contain the evaluator's biases and 

is difficult to apply to large volumes of data. In this context, when the fake news ecosystem is 

examined, usually encounters a structure consisting of the source, title, content of the news, 
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and the picture or video shared in the content of the news, and fake news detection 

approaches are generally considered into four categories. 

2.1.4.1 Content-based methods 

It is considered that fake news detection works have gained intensity, especially 

during the Covid-19 period. Firstly, in the content-based approach, the text to be analyzed 

focuses only on the content and does not need more auxiliary elements (Mathews & Preethi, 

2022; Capuano et al, 2023). Content-based methods are also examined in three parts: 

knowledge-based, language/style-based, and stance-based (Qureshi et al., 2021).  

• Knowledge-based Since fake news by its nature contains elements such as 

misinformation or information pollution, the main purpose is to check the 

accuracy of the claims in the content to detect this. It is carried out in two 

ways; manually and automatically. Fact-checking is usually done manually, 

based on knowledge, and by a team. Some systems automatically check for 

accuracy. Current fact-checking approaches can be categorized as expert-

focused, crowdsourced, and computationally focused (Seddari et al., 2022c). 

• Expert-focused fact-checking relies heavily on manpower and, accordingly, 

labor-time relationship to verify the source that is thought to be inaccurate or 

contains false information, in other words, to confirm its falsity. Examples of 

these are websites such as Teyit.org, Dogrulukpayi.com, and 

Malumatfurus.org from Turkey (Unver, 2020). 

• Crowdsourcing fact-checking makes an evaluation based on the result that 

will emerge by presenting the accuracy of the news content to the information 

of the participants and thus confirms a generally accepted news based on the 

knowledge of the society (Allen et al., 2022). 

• Computational-focused fact-checking often includes network-based semantic 

approaches. It deals with the criterion of semantic closeness between the 

concepts on the data set to be analyzed. The important thing in this analysis is 

to find the complexity of case-control by finding the shortest path between the 

concepts. Also, Fact checks using infographic aims to check whether the 

claims in the news content can be deduced from the existing facts in the 

infographic (Ciampaglia et al., 2015). 
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2.1.4.2 Language/Style-Based Methods 

Language-based approaches may be perhaps the best approach to detecting fake news 

in OSNs, but they are difficult to succeed when the focus shifts. Given that bot accounts often 

use this kind of linguistic approach in OSNs, and from time-to-time official language usage 

may shift to another specific area, such methods are very difficult to detect evolved styles. 

However, malicious fake news publishers use certain writing styles to impress large 

communities, spread distorted misleading information, and build a specific audience. In the 

style-based approach, the news contents are analyzed, and they are tried to be determined by 

the similarities/differences in the writing style (Jiang & Wilson, 2018). However, detecting 

misleading statements and claiming in the news content constitutes an important step in the 

style/language-based approach. In addition to this method, it is one of the main elements of 

this approach in cases where the objectivity in the news content decreases and turns into a 

more rhetorical form (Mahyoob et al., 2020; Choudhary & Arora, 2021b) 

2.1.4.3 Stance-Based Methods 

The stance-based approach in OSNs is generally focused on the content of the news in 

question. The author uses rhetorical language to be misleading and direct on any news, and 

the subject is evaluated only from his critical point of view. The author may take a stand on 

an issue related to Covid-19. For example, he may take a cynical attitude towards the news 

that colloidal silver water has a healing effect on the corona. Or he can ironically launch the 

positive/negative aspects of corona vaccines from his perspective. Different arguments can be 

made against other points of view. We can identify this with the like button on Twitter posts 

(De Magistris et al., 2022). 

2.1.4.4 Propagation/Network-Based Methods 

Propagation/network-based fake news detection usually focuses on users' profiles, but 

they can show homogeneous and heterogeneous features. It is quite difficult to detect 

propagation/network-based fake news spread by generating an informational (flood) from 

different networks. To be detected, they must spread quite a bit and infect among OSNs. 

However, even if they cannot be detected for the first time inhomogeneous OSNs, especially 

on Twitter, it is easy to detect with the use of several different fake news detection models. 

An example of fake news that spreads based on propaganda inhomogeneous networks is that 

the posts on Twitter are spread by retweeting and this process is usually done by bot accounts 

(Shu et al., 2017; Zhou & Zafarani, 2019). 
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2.1.4.5 Source Based Methods 

Detection of source-based fake news is one of the structures that can be detected quite 

easily today. Because they spread in OSNs by certain groups, mostly political and ideological 

ideas around a certain focus, and they usually aim to infect people close to their environment. 

A hybrid detection method is seen as a more effective coping method with the application of 

several fake news detection methods together (Mu & Aletras, 2020). 

2.1.4.6 Hybrid Methods 

Detecting fake news spread in OSNs with only one method is not considered possible 

because OSNs show both a homogeneous and heterogeneous structure. For example, while 

taking a knowledge-based or expert-based approach in any OSN that stance-based news is 

infecting, the news in question will be quite fast considering the interaction speed of OSNs. 

Instead, if a hybrid approach is adopted, firstly the analysis of suspected fake news with 

computational methods and then its analysis by experts in the field can prevent the speed of 

fake news spreading in OSNs from stopping or enable earlier action to be taken. In this 

context, we may encounter hybrid methods in different combinations (De Beer & Matthee, 

2021). 

2.1.5 Fake News Consequences in Online Social Networks 

Even if all kinds of information shared in OSNs are assumed to be true by many, any 

information that has not been confirmed contains false information and causes 

disinformation, in addition to all kinds of information inserted in the filter balloons of OSNs, 

which has a consequence on users (Huang and Carley, 2020). Because, as stated by Simko et 

al. (2021), users who are both producers and consumers of the information shared in OSNs 

now exhibit a homogeneous structure. Within the framework of the information obtained 

from OSNs, users' view of the world is shaped differently as well as their daily life (Peng et 

al., 2018). Their decisions can change in many fields, including social (Bastick, 2021), 

economic (Petratos, 2021), and political (Rhodes, 2022). Sometimes, users who have to make 

critical decisions based on information, whether it is an investment decision or a choice 

decision, may make wrong decisions by being affected by unconfirmed false information, and 

as a result, they are adversely affected by the information they obtain from OSNs. The main 

implications of this fake news are as follows: 
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2.1.5.1 Health Impact 

OSN users see no harm in sharing information that they perceive as simple and 

daily, which can often have critical and vital consequences, from eating and drinking to the 

pain reliever they will use in their social interaction. However, some false information or 

fake news obtained through OSNs potentially have negative effects on users. Dealing with 

this growing number of fake news is one of the biggest challenges for OSNs (Pulido et al., 

2020). WHO, which could not cope with this situation, especially during the Covid-19 

period, declared this situation as an infodemic as mentioned before and had to put 

information about fake news on its web page. 

2.1.5.2 Financial Impact 

With the Covid-19 epidemic, anxiety, and fear all over the world brought home 

closures. However, the social and business life, which had to continue, made it necessary to 

comply with the rules of the mask, distance, and cleaning. In almost every society, 

people/institutions trying to gain financial benefits by exploiting such basic rules tried to take 

advantage with their increasing advertisements over OSNs. At first, they created an 

environment of information pollution by misinforming people, and this situation was 

followed by non-stop propaganda processes. Thus, an incredible amount of fake news began 

to spread on OSNs. The cycle was so fast that after a while, everything started to be thought 

real. In this process, the increasing need for cleaning materials allowed these companies to 

generate more income than ever before. And again, in this process, flexible working hours 

and disruptions in the supply chain caused negative fluctuations in the market (Tan, 2021). 

2.1.5.3 People Impact 

Considering the need to obtain information from OSNs that interest and follow people 

during the Covid-19 period, they may be under the influence of abusive behaviours such as 

rumors and fallacy, hoaxes, or satirical. When these people are exposed to such activities 

through OSNs, they may be affected in a way they may not expect. They can have very 

serious problems in their real life. That's why people shouldn't rely on unconfirmed, invalid, 

and misleading information on OSNs. Or they should not make a prejudice based on their 

posts that contain misinformation and disinformation (Apuke & Omar, 2021). 
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2.2 Related Research 

In this section, after determining the theoretical framework regarding the detection of fake 

news, a literature review was conducted. The ways and methods of how fake news spread in 

social networks can be detected within the framework of computer science and information 

systems are examined. In this context, ML, one of the most popular and most important 

developments of the last decade, and the AI methods that emerged with it will be examined in 

depth. In addition, cloud computing will be examined in this context in order to avoid and 

protect today's cyber threats. 

Increasing its importance day by day, OSNs have caused the work and daily lives of 

people, who are social beings, to shift more towards social networks, especially with the 

Covid-19 pandemic. In this process, social and cultural life has started to take place in OSNs 

due to pandemic restrictions as well as obligations such as remote working and distance 

education. As stated in the previous sections, internet and social network usage, which has 

already increased, has entered a faster increasing trend. Inevitably, these platforms have 

turned into a medium where the economy, regional and global developments, and even 

cultural developments are followed, as well as the daily routine. Thus, although OSNs were 

not used that much before the pandemic, they also emerged as a source of news and 

information during and after the pandemic. As a result of this intensive use, the authenticity, 

confirmation or accuracy of news and information shared on OSNs has often been doubtful. 

In this context, whether the content shared on OSNs is correct or not has attracted the 

attention of both the academic community and users. In recent years, many studies have been 

carried out on the detection of fake news that tend to spread in OSNs. However, a 

comprehensive literature review is important in terms of identifying the gap in the field and 

conducting studies in this field. While giving an idea about the recent studies with the 

literature review, the shortcomings of the studies in question will be revealed and it will be a 

guide for researchers who want to work in this field. In this section, the place and importance 

of fake news in the literature and research on the subject will be discussed. 

2.2.1 Systematic Literature Review 

The systematic literature review (SLR) considered in this framework was carried out 

within the framework of the following principles to identify the most relevant studies in the 

field. A systematic online literature search was conducted, as shown in Figure 2.9, to identify 

publications on the detection of fake news by AI tools in OSNs. In this context, we included 

Web of Science and ScienceDirect, which are the most prestigious databases, as well as IEEE 
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Xplore (IEEE) and SpringerLink databases, which are more technical and information 

systems related. In order to reach articles that may be relevant to the search model, a search 

was made with titles, abstracts or keywords. These topics are “artificial intelligence” or 

“machine learning” or “deep learning” or “natural language processing” and “fake news” or 

“fake news detection” or “false news” or “propaganda” or “disinformation” or 

“misinformation” and “online social network” or “social network” or “Twitter” or 

“Facebook” and “cyber threat” or “cyber-attack”. This filtering consists of words and 

concepts that will be included and excluded from the review as seen in Table 2.1, and Table 

2.2. In the research, the last five-year date range, that is, the publications between 2010 and 

2019, were taken as a standard. As a result of the research, 351 articles were obtained. 

However, in order to reach more specific results regarding our research purpose and to 

eliminate the articles that are not/will not be in our area of interest, it has been reanalyzed 

according to some search concepts.  

 

Table 2. 1  
 
Inclusion criteria 

• Empirical works 

• Artificial Intelligence (AI) 

• Machine learning (ML) 

• Deep Learning (DL) 

• Natural Language Processing (NLP) 

• Fake News 

• Fake News Detection 

• False News 

• Propaganda 

• Disinformation 

• Misinformation 

• Online Social Networks 

• Social media 

• Twitter 
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Table 2. 2  
 
Exclusion criteria 

• Theoretical works 

• Untried or untested technologies 

• Book chapters 

• Filtering 

• Email and Junk Email 

• Bot and Bot Detection 

• Phishing and Click Bait 

• Emotional Features and Sentiment 

Analysis 

• Credibility Analysis 

• E-commerce and Chatbot Analysis 
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Figure 2.9 

Systematic Literature Review Process of the Study 
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Figure 2.10 

Data Analysis Process of the Study 

 

The data analysis process applied to the remaining 23 articles after this filtering is 

shown in Figure 2.10. As a result of the search criteria applied in the first stage of the review, 

a separate screening criterion was created for the articles obtained in each database too. These 

criteria include features such as that the articles obtained from these results do not consist of 

conferences, papers, discussions, courses, journals and pre-study samples. At this stage, only 

journal articles were considered. Finally, as a result of the examination, the remaining 23 

articles were firstly divided into categories, read from beginning to end and analyzed in 

depth, as shown in Figure 2.11. 

Figure 2.11 

Research Approach for Data Analysis of the Study 
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2.2.1.1 Artificial Intelligence Tools in Fake News 

ML and DL methods are used in the detection of fake news from AI tools. As a result 

of the literature review, it is seen that especially ML methods are used more frequently in 

general. In this context, more ML will be emphasized. It is possible to define AI as a whole of 

software and hardware systems that have many capabilities such as human behavior, digital 

logic execution, motion, speech, and sound detection. In other words, AI makes computers 

think like humans (Ongsulee, 2017). For example, the winner of the quiz, IBM’s AI Watson 

(Shah, 2011), and the GO intelligence, the Google AI that defeats the world chess champion 

can be shown. Nowadays, the rising power of personal computers and mobile devices enables 

the concept of AI to be applied in traditional educational environments such as schools and 

universities. ML is considered a kind of AI that can even expose results that are not 

programmed (Burkov, 2020a). In 1959, Arthur Samuel defined ML as the machine’s ability 

to learn results that were not specifically programmed (Zhang et al., 2018). ML can also be 

expressed as solving the problem by using statistical methods on the problem-based data set 

(Kachalsky et al., 2017). For this, the machine needs to perform the learning process on the 

problem-based data set. In this context, learning consists of four categories supervised (Yuan 

& Yu, 2016), semi-supervised (Nijhawan et al., 2017), unsupervised (Dharani & Sivachitra, 

2017), and reinforced (Mukhopadhyay et al., 2018). Deep learning is the most current 

approach used to develop AI for machines to perceive and understand the world. The aim of 

deep learning is to prepare the software for a computer model instead of constructing the 

software step by step (Qu et al., 2018). In DL, in the face of the scenarios encountered in 

solving the problem, the model in question can produce alternative solutions. DL is mainly 

used in the areas of face recognition, voice recognition, defense and security, and health 

(Akyön et al., 2018). 

The use of AI tools in the detection and analysis of fake news and their successful 

results are instrumental in increasing the confidence in AI every day. In addition to teaching 

and learning content of ML from AI methods, it shows that there are more willing and 

interested users to deal with the fake news problem (Jeong et al., 2018a; Della Vedova et al., 

2018a; Cardoso Durier da Silva et al., 2019a; Aborisade & Anwar, 2018a; Aldwairi & 

Alwahedi, 2018a; Aphiwongsophon & Chongstitvatana, 2018a; Gilda, 2017a; Kotteti et al, 

2018a; Jain & Kasbe, 2018a; Granik & Mesyura, 2017a; Shabani and Sokhn, 2018a;  Zhuk et 

al., 2018a; Helmstetter & Paulheim, 2018a)  The biggest problem in the detection of fake 

news is to reach the content and dataset to be able to analyze. In this context, it has been 

observed that ML classifiers have high level of success in reaching the dataset and content in 
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detecting fake news (Helmstetter and Paulheim, 2018b). As a result of research on data 

collected from social networks such as Twitter, it was found that ML methods can detect fake 

news with an accuracy of 91% (Aborisade & Anwar, 2018b) and 99,9% (Aphiwongsophon & 

Chongstitvatana, 2018b). In addition, some social networks that use clickbait’s and phishing 

methods to increase advertising revenue have achieved 94% accuracy (Aldwairi & Alwahedi, 

2018b). The study (Gilda, 2017b) (11051 articles), which consisted of small data compiled 

from news articles, resulted in an accuracy of 77.2%. In another study (Kotteti et al., 2018b) 

if the data collected were lost or noisy data, data evaluation techniques were used to 

determine how the missing data affected the result. The focus is on data preprocessing. 

Accordingly, the success was determined to be 16%. Jain & Kasbe’s (2018b) study on 

Facebook, a popular social network, examined 11000 articles as titles and content, although 

the rate of detecting fake news in headlines is around 80%, this rate is 92% in content 

analysis. Granik and Mesyura's (2017b) work focused on spam messages on Facebook and 

achieved an average success rate of 74%. The method used in (Shabani & Sokhn, 2018b), 

unlike all other studies, focused on fake news and satirical news and produced a hybrid model 

that predicts the human factor, the ML approach, and the classification confidence of 

algorithms and determines whether the task requires human input. Therefore, the results differ 

from other studies and the measurement of success is more specific. Zhuk et al. (2018b) 

focused on the classification of fake news by analyzing the delivery and distribution 

mechanisms. As a result, it is remarkable that it creates awareness in terms of adding human 

factor to the subject. Alom et al. (2018a) focused on Twitter features of Twitter users in order 

to improve existing spam detection mechanisms on twitter and achieved 91% successful 

results. As a result of the examination and evaluation conducted on 14 articles where ML was 

applied, it was observed that ML tools were extremely successful in detecting fake news.  

In studies using DL methods (Granik & Mesyura, 2017c; Girgis, Amer & Gadallah, 

2018a; Seo et al., 2018a) in Deep Neural Networks (DNN) (Granik & Mesyura, 2017d), 

Recurrent Neural Network (RNN), Long Short-Term Memories (LSTM), Gated Recurrent 

Unit (GRU) and Convolutional Neural Networks (CNN) In (Girgis, Amer & Gadallah, 

2018b) and in (Seo et al., 2018b) Convolutional Neural Networks (CNN) algorithms are used. 

It was observed that the in terms of results were very close to ML algorithms.  

In the study (Traylor et al., 2019), NLP method was used among AI methods and 

69.4% success was obtained in terms of the result. Atodiresei et al. (2018) scored twitter and 

users on the twitter data using the Forensic Asset Recognition method from the AI tools.  
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Vijayan and Mohler (2018) focused on twit data during the election period. In their 

studies, retweets and their distribution were examined.  

When the articles which are not categorized by the authors (Gupta et al., 2018a; 

Figueira and Oliveira, 2017a; Vosoughi et al., 2018a) are examined; In (Gupta et al., 2018b), 

DL methodology is applied, (Figueira & Oliveira, 2017b) is based on more qualitative 

research where no quantitative values are used, and (Vosoughi et al., 2018b) is based on a 

general classification of twitter data and the spread of false news is measured.  

The SLR showed that only literature research was conducted with the superficial data 

in the field of fake news (Cardoso Durier da Silva et al., 2019b) and that there was a large gap 

in this field caused us to do literature research on this subject. The use of AI tools to detect 

fake news is undoubtedly a very broad topic. However, when it is seen that AI technologies 

have started to separate their sub-branches as a state-of-the-art, it is considered that the 

selected topic is suitable for research. When it is seen that AI is subdivided into sub-branches 

such as ML, DL, NLP, and the specific studies of each field are examined, it is seen that AI is 

a product of advanced technology. It is known that each sub-branch uses different 

methodologies that serve different purposes in their own branches. However, investigating the 

detection of fake news that is the most common problem in social net-works and reaching a 

common consensus makes the research valuable. The success levels of the researches 

problem (Jeong et al., 2018b; Della Vedova et al, 2018b; Cardoso Durier da Silva et al., 

2019c; Aborisade & Anwar, 2018; Aldwairi & Alwahedi, 2018c; Aphiwongsophon & 

Chongstitvatana, 2018c; Gilda, 2017c; Kotteti et al., 2018c; Jain & Kasbe, 2018c; Granik & 

Mesyura, 2017e; Shabani & Sokhn, 2018c; Zhu ketal., 2018; Helmstetter & Paulheim, 2018c) 

which applied to different algorithms of ML were higher than other studies. Although the 

content of each research is different, it is seen that the spread of fake news is examined in 

different ways and each one is evaluated correctly in its own field. However, it should be 

noted that DL and other methodologies (e.g., NLP, ANN/CNN) are still in their maturation 

phase. It is considered that the success rates are not very high because the methodology 

applied in deep learning techniques takes longer time in ML and does not have enough data 

sets to fully understand the learning techniques (Granik & Mesyura, 2017f; Girgis, Amer & 

Gadallah, 2018c; Seo et al., 2018c). Likewise, the low level of success in natural language 

processing and other methods stems from the lack of training of the machine (Gupta et al., 

2018c; Figueira & Oliveira, 2017c; Vosoughi et al., 2018c). 

AI is suitable for use in social networks, and many applications that successfully 

implement AI tools to improve fake news detection were identified in the study. However, AI 
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should not be seen as a magic bullet in social networks. Each AI implementation is unique 

and therefore the benefits described may not apply in all contexts. In order to take advantage 

of the benefits, each application must be fully implemented to avoid drawbacks in user 

interaction or system success rates. It is considered that this study will fill a gap in this field 

and shed light on further research. This study is thought to be a guide for researchers and 

individuals interested in the detection of fake news. 

In addition to the SLR detailed above, the Mini Literature Review (MLR) on the 

detection of fake news in OSNs was conducted between 2020-2023. 16 journal articles are 

included in the MLR, over the years. Starting from 2020, the most cited journal articles were 

examined. The MLR process is shown in Figure 2.12. 

 

Figure 2.12 

Mini Literature Review Process of the Study 

 

In their study, Ozbay and Alatas (2020b) used datasets that they obtained from a 

website (Buzzfeed) that already exists in the literature and that usually publishes fake news 

such as hoaxes and satirical for various purposes. The datasets in question are those that have 

already been labeled as real and fake. Therefore, researchers do not have an original corpus. 

In addition, researchers have supervised artificial intelligence algorithms (BayesNet, JRip, 

OneR, Decision Stump, ZeroR, Stochastic Gradient Descent (SGD), CV Parameter Selection 

(CVPS), Randomizable Filtered Classifier (RFC), Logistic Model Tree (LMT), Locally 

Weighted Learning (LWL), Classification Via Clustering (CvC), Weighted Instances Handler 

Wrapper (WIHW), Ridor, Multi-Layer Perceptron (MLP), Ordinal Learning Model (OLM), 

Simple Cart, Attribute Selected Classifier (ASC), J48, They examined the performance of 

Sequential Minimal Optimization (SMO), Bagging, Decision Tree, IBk, and Kernel Logistic 

Regression (KLR) algorithms. The aim of this study was to measure the success of AI 
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algorithms with existing data rather than presenting a unique study to the literature. On the 

other hand, Umer et al. (2020) used the Fake News Challenge-1 (FNC-1) dataset, which is 

also available in the literature, in their study. Prominent in the research is stance-based fake 

news detection. In this framework, an evaluation was made with the titles agree, disagree, 

discuss, unrelated. The most prominent feature of the research is that it brought together 

highly correlated variables by reducing the parts of the data that should not be included in the 

analysis with Principal Component Analysis (PCA) and Chi-Square method, and created 

fewer artificial variable sets called principal components, which constitute the most variation 

in the data. After this stage, they analyzed the data with the CNN-LSTM model and achieved 

a success rate of 97.8%. However, with the CNN-LSTM model k-fold cross-validation with 

PCA, the success achieved at the end of the 10-fold training reached 99%. 10-fold training of 

the dataset after it is so small and optimized with PCA can indicate overtraining. Huang and 

Chen (2020b) in their work, tagged data obtained from data sharing platforms such as GitHub 

and Kaggle in their studies. In addition, an ensemble learning model that combines four 

different models for fake news detection, namely embedding LSTM, depth LSTM, LIWC 

CNN and N-gram CNN, is proposed. In addition, optimized weights of the ensemble learning 

model were determined using the Self-Adaptive Harmony Search (SAHS) algorithm to obtain 

higher accuracy in fake news detection. The most important feature of the study is that 

researchers focus on the problem of intractability between cross-domains. The model in 

question provided a 99.4% success rate in detecting fake news, while the success rate cross-

domains was 72.3%. Kaliyar et al. (2020b) in their study, they used the data set obtained from 

Kaggle, one of the data sharing platforms, as in the previous study. They do not have an 

original corpus. For this reason, singular value decomposition (SVD) and Global Vector 

(GloVe) methods were used in data set training in order to maximize the results. They 

achieved a success of 99.74% with 10-fold training using deep CNN-LSTM with their model 

named FNDNet. However, the most important detail in this study is that 10-fold learning with 

a data set containing non-original and limited data points to overtraining. 

Jiang et al. (2021) in their study, used tagged datasets published on the 

KDnuggets.com website together with the data they obtained from the PolitiFact.com 

website, which is one of the data sharing platforms and at the same time the accuracy of 

political news is checked. After the classical data preprocessing stages, ML algorithms and 

DL algorithms were applied in the model, and the accuracy of the system was carried out with 

the McNemar test. In this study, the aim is academically focused on testing and evaluation of 

algorithms and datasets, rather than creating a real-time detection system. Li et al. (2021b), 



 
 
 

42 
 

propose the model they created with the data collected from two OSNs, such as Twitter and 

Weibo, which they obtained from another study (Boidu et al. 2016). In this dataset, the data is 

pre-labeled. The proposed system works with the Autoencoder method and is generally used 

for anomaly detection. In the study, in which the results of the UFNDA systems, mostly on 

the data sets, were evaluated, the success level was around 90%. Verma et al. (2021b) in their 

research, they propose a two-stage benchmarking model, WELFake, based on linguistic 

features-based word embedding (WE) for fake news detection using machine learning 

classification. However, the striking feature in this study is the use of data sets obtained from 

ready-made data sharing sites (Kaggle, McIntire, Reuters, and BuzzFeed Political), as in other 

studies. Due to the fact that they did not create an original data set, it could not go beyond a 

study in which the measurements of ML or AI algorithms were presented, as in other studies. 

In the language feature set based on word embedding made with the data set created in this 

framework, a success rate of approximately 96.73% was achieved with four different ML 

algorithms. In the research of Choudhary and Arora (2021c), In their study, used two different 

data sets in their proposed fake news detection system, as in previous studies. These datasets 

are published on GitHub and BuzzFeed. In the study conducted with limited and small 

amount of data, Matlab and Linguistic Deep Learning Model ready tools were used in Google 

Colab environment. In fact, by training such limited data in 50 and 100 epochs, it is inevitable 

that it enters the spiral of overtraining. For this reason, it is considered that the results are not 

linear and the study in question cannot go beyond an experimental attempt. In this context, 

the average results were between 72% and 80.22% in 50 epochs of education, and between 

77.67% and 84.52% in 100 epochs of education.  

On the other hand, when the studies conducted with the detection of fake news in 

2022 are examined, Liao et al. (2021b), it is seen that they propose an innovative fake news 

detection system. Accordingly, fake news detection was examined in two categories. Firstly, 

the news headlines are examined with a higher percentage and secondly, the intention of the 

authors who publish this news to publish fake news is discussed. The researchers designed the 

system they created in their research called fake news detection multitasking learning 

(FDML) in two main frameworks as a representative learning part and a multitasking learning 

part. In this study, LIAR ready data set was used. The important feature of the data set is that 

it consists of short news. With this feature, it resembles Twitter data. In the study, a multi-

source, multi-class fake news detection model that provides additional information from other 

sources along with hybrid CNN and LSTM attention models, the results were around 70%. 

Seddari et al. (2022d) used a hybrid method combining linguistic and knowledge-based 
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approaches in their research. In the linguistic approach, elements such as the title of the news, 

the number of words, and ease of reading were examined, while in the information-based 

approach, the reputation of the published site, how many sources were quoted or verified, and 

finally the opinion of the relevant confirmation bodies. The research is highly sophisticated 

and remarkable. In this context, IBM Watson Studio was used to determine the best ML 

algorithm during the training phase of the system. As a result, Random Forest (RF), Logistic 

Regression (LR), Additional Trees Discriminant (ATD), and eXtreme Gradient Boosting 

(XGBoost) algorithms were included in the study. Despite such a sophisticated study, no 

original corpus was created and the Buzzfeed Political News dataset was used. As a result, 

89.4% success rate was achieved in the linguistic approach, while this rate was around 81.2% 

in the knowledge-based approach. However, the result increased up to 94.40% in the hybrid 

method. Wei et al. (2022) uses an innovative approach called Modality and Event Enemy 

Networks (MEAN) for fake news detection. This approach consists of two parts, a multimode 

generator and a pair splitter. The results obtained by the researchers who proposed a system 

using DL algorithms on the data set obtained from Twitter and Weibo, two of the OSNs, were 

around 90% in the first approach and 78% in the second approach, respectively. On the other 

hand, in the study of Shishah (2022), a system created by using the BERT algorithm on four 

different fake news datasets created in Arabic is suggested. In order to avoid over-learning in 

the transformer phase of the BERT algorithm, ADAM optimization and GeLu activation from 

DNN implementations are used. Four different algorithms applied to four different data sets 

have different scores ranging from 51% to 96%. 

2.2.2 The Gap in the Literature 

 Especially during the Covid-19 pandemic, people, who are social beings, have to leave 

their work and daily life, and use online social networks more and more, a critical situation 

such as education plays an essential role in accessing information, socialization, 

entertainment, etc. Such needs have increased the importance of online social networks. In 

this context, much information/news, etc. shared in OSNs. Whether the content shared in 

these OSNs is correct or not attracts the attention of both the academic community and the 

users. In this section, the place of fake news in the literature, its importance, and research on 

the subject will be given. 

This chapter aims to explore advances in the use of AI tools in fake news detection. In 

this section, a systematic review of recent publications on the detection of fake news with AI 

tools has been made. Thus, the difficulties in detecting fake news and the gap in the literature 
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were determined and it was aimed to be a guide for future studies. The successful results in 

the use of AI tools in the detection and analysis of fake news are effective in increasing the 

trust in AI, which is developing and getting stronger day by day. However, it is seen that ML, 

one of the AI tools, is used more to deal with the fake news problem. One of the most 

important problems in detecting fake news is accessing a trained dataset and content to 

analyse. In this context, it has been evaluated that ML algorithms are more successful in 

reaching and analysing the content and data set. As a result of the research made with the data 

obtained from Twitter, a microblogging network, it was determined that ML algorithms were 

successful between 91% (Aborisade & Anwar, 2018) and 99% (Aphiwongsophon & 

Chongstitvatana, 2018d). Detection of clickbait and phishing methods, one of the types of 

fake news, resulted in an accuracy of 99.4% (Aldwairi & Alwahedi, 2018d). In another study 

(Gilda, 2017d) conducted on a data set compiled from news sites, an accuracy of 77.2% was 

obtained. In another study (Kotteti et al., 2018d), data evaluation techniques were used to 

determine how missing data affected the outcome if the data collected was missing or noisy 

data, the focus of this study being data pre-processing. Accordingly, the success of the study 

was 16%. Jain & Kasbe’s (2018d) research on Facebook, a popular OSN, analyzed articles by 

title and content. Accordingly, although the result is around 80% when only news headlines 

are analyzed, this rate has reached 92% in content analysis. The focus of Granik and 

Mesyura's (2017g) work was spam messages on Facebook, which is considered one of the 

types of fake news. This study achieved a success rate of 74%. The method used by Shabani 

and Sokhn, (2018d) unlike all other studies, focused on fake news and satirical news and 

produced a hybrid model that estimates the human factor, ML approach and classification 

confidence of algorithms and determines whether the task requires human input. Therefore, 

the results differ from other studies and the measurement of success is more specific. Alom et 

al. (2018b) to improve the spam detection mechanisms available on Twitter, it focused on the 

user characteristics of Twitter users and achieved 91% successful results. As a result of the 

examination and evaluation studies in which ML was applied, it was observed that ML tools 

were extremely successful in detecting fake news. 

Considering these studies, the biggest gap in the literature is the lack of a fake news 

detection system that can work in real time and online while avoiding cyber threats, and also 

has a unique structure with its own corpus. 
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CHAPTER 3 

METHODOLOGY 
 

This section describes the Cross Industry Standard Process Model for Data Mining 

(CRISP-DM) methodology used to model the FANDC system for fake news detection in 

OSNs. Categorically, in this section, in-depth information is given about the principles on 

which the system was established, and the approaches and hypotheses adopted at these stages. 

In this section, data mining and text mining methods are discussed and explanations about the 

CRISP-DM methodology applied in fake news detection are presented. It also explains why 

fake news detection is based on cloud computing within the framework of the CRISP-DM 

methodology. 

 

3.1 CRISP-DM Methodologies 

CRISP-DM is a standardized methodology used to describe how business problems are 

solved with data-based solutions and to increase the efficiency of business applications. 

Because CRISP-DM is a high-level methodology, the steps outlined in the model can be 

implemented in many ways, sequences, and technologies to meet business needs. In this 

thesis, the problem of detecting fake news in OSNs is handled as a business problem, and the 

sub-diffractions of each process are adapted and applied for the solution of the problem 

(Huber et al., 2019). 

CRISP-DM consists of four levels: 

• Phases, phases form the top level of the model and are the main tasks of data 

mining processes. 

• General Tasks, general tasks determine the tasks that need to be fulfilled for 

the phase to take place, regardless of the special circumstances, regardless of 

the situation encountered. 

• Specialized Missions, special tasks take different situations into account. For 

example, if there is a general task called cleaning the data regardless of the 

nature of the data, there may be two special tasks under this task: cleaning the 

categorical data and cleaning the numeric data. 

• Process Examples, the fourth and lowest stage of process examples is the 

retention of what has been accomplished in relation to what will be 
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accomplished rather than what will be accomplished. One could think of it as a 

project diary that is one-to-one mapped to the CRISP-DM model. 

The CRISP-DM methodology shown in Figure 3.1 (Wirth & Hipp, 2000) was chosen 

to deal with the fake news detection problem in OSNs. Because the fake news detection to be 

used in the FANDC system includes text mining, natural language processing, AI and today's 

social networks carried out on the basis of data mining. The problem in question was seen as 

a business problem within the framework of this methodology and the sub-diffractions of 

each stage were applied as stated below (Schröer et al., 2021). The phases of the CRISP-DM 

process model are business understanding, data understanding, data preparation, modelling, 

testing, and implementation. 
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Figure 3.1  

CRISP-DM Methodology Diagram (Schröer et al., 2021) 
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3.1.1 Business Understanding 

At the stage of understanding the work, which is the first stage, it is tried to be 

clarified what kind of contributions the data mining study will make to the work being tried to 

be done. In this thesis, it has been evaluated that the data collection and pre-processing stages 

of data mining processes will provide significant contributions in terms of obtaining a unique 

corpus and increasing the accuracy and precision of the tests and analyzes to be made 

afterwards. Thus, it was ensured that the project objectives were usefully clarified and that all 

activities in the project were goal-oriented. At this stage, the most important problem was 

identified as fake news detection in OSNs. that is, the problem is reduced to a data mining 

problem. The stage of understanding the work as sub-diffraction consists of the following 

tasks (Saltz, 2021); 

• At the stage of determining the business objectives, it is tried to determine 

what the researcher aims at. The aim of the researcher in this thesis; The fake 

news detection problem in OSNs is the task of collecting and analyzing data to 

detect fake news spreading on social networks. For example, in order to detect 

fake news that tends to spread on Twitter, it is to examine the content of users' 

posts and to ensure that any user has an idea about the post in case of doubt. 

• While assessing the current situation, the resources and risks in the project are 

discussed. At this stage, questions such as what data we have, what software 

we can use, what our hardware is, what problems we might encounter during 

the project were discussed. In this context, the stream API was first requested 

to collect data from Twitter. Thus, the first step was taken to reach the data. 

Since it is thought that the data to be obtained from here will be large, the 

storage capacity of the local computers will be insufficient, so a local server 

has been provided where the data will be stored. MongoDB database 

management system, which is an open-source software, was used to save the 

data in a database on a regular basis. It was carried out using .NET in the MS 

Visual Studio software development environment, which can also be used as 

open source to pull data from Twitter with the streaming API. This stage is 

crucial to make the right decisions that will be carefully considered. 

• The stage of determining data mining goals is to express the problem solution 

with data mining terminology. At this stage, it has been determined whether it 

is possible to detect fake news in OSNs, whether users have information about 
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the content with a simple query, and whether all these processes can be 

continued uninterruptedly. 

• During the creation of the project plan, the dates and resources for all the steps 

in the FANDC project were determined. 

3.1.2 Data Understanding 

At the stage of understanding the data, the quality, number and accessibility of the 

data to be used throughout the thesis were evaluated. Understanding the data consists of the 

following stages (Kristoffersen et al., 2019): 

• At the stage of loading/collecting the data, the data is drawn from the relevant 

sources and loaded into the software to be analyzed. If data from different 

sources needs to be used together, problems with integration need to be 

resolved. Since the data to be collected from Twitter has a homogeneous 

structure, no problems were foreseen in this regard. The collected data was 

transferred to MongoDB, an open-source database application. 

• At the stage of describing the data, information such as how many records are 

available and how many fields (features) the records consist of are collected. 

The data collected at this stage consisted of approximately 99 million tweets. 

• At the stage of data exploration, what can be said about the data is determined 

with simple statistical or visualization methods. For example, determinations 

are made about the distribution of the available data, their mean values, or the 

correlation between the data, if any. This section will be explained in detail in 

the data analysis section. 

• During the Verification of Data Quality phase, it is determined whether the 

available data is sufficient, whether it covers all different situations, and the 

amount of missing and incorrect data. It has been evaluated that the data 

collected at this stage is sufficient to create a corpus and covers the fake news 

detection problem to be examined in seven sub-categories. Regarding the 

missing and incorrect data, it was decided to carry out the data pre-processing 

step carefully. 

3.1.3 Data Preparation 

At this stage, the collected data is made ready for model building. Data preparation 

consists of the following stages (Purbasari et al., 2021): 
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• It was determined which of the data obtained during the data selection stage 

would be used in the modeling. At this stage, tweets containing emojis and 

tweets containing excessive data, pictures and videos, which are thought to 

affect the model negatively, were not included in the model. 

• During the cleaning phase of the data, the data that could prevent the model 

formation or corrupt the model were removed. At this stage, tweets such as 

“OMG”, “R U Ready”, “ASAP” and similar retweets, as well as tweets 

containing only emojis or sent without comment, have been cleaned as they 

may break the model. 

• During the data construction phase, new data fields are created using existing 

data. However, since more data cleaning was done at this stage and our data 

set was big enough, no new data was produced. 

• In the data integration phase, data from different sources are combined. 

However, since the tweets obtained at this stage were obtained only from 

Twitter, as stated above, integration was not required. 

• During the formatting of the data, the data is brought into the format needed 

for modelling. At this stage, only the text segments were formatted with data 

cleaning. 

3.1.4 Modelling 

At this stage, different modelling techniques are applied by selecting the most suitable 

one for the data at hand and the job to be done. Modelling consists of the following stages 

(Martínez-Plumed et al., 2019): 

• At the stage of choosing the modelling technique, the technique to be used 

during modelling is determined. At this stage, the BERT algorithm (Devlin et 

al., 2018a), which is a state-of-the-art technology, was used and the system 

was modelled on it, as a result of a SLR for fake news detection in OSNs, 

since the performance rates of classical ML algorithms were low, and the 

focus was on detecting fake news with higher accuracy than the performance 

of the algorithms. 

• At the stage of determining the test, after the model is created, it is determined 

by which test the quality of the model will be verified. For example, if 

classification is to be made, some of the data is used for the development of 

the model and the rest for the test of the model, and it is determined in what 
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percentage of the classifications the model created during the test made the 

wrong decision. In this project, 80% training and 20% test data are allocated. 

Various evaluation criteria were used to evaluate the performance of the BERT 

algorithm we used for detecting fake news in OSNs. In this section, we 

reviewed these metrics. Below are formulas for assessment criteria for other 

assessment criteria such as accuracy, precision, recall, and F1 scores (Burkov, 

2020b). 

 

𝐀𝐀𝐀𝐀𝐀𝐀𝐀𝐀𝐀𝐀𝐀𝐀𝐀𝐀𝐀𝐀 =
𝐓𝐓𝐓𝐓 +  𝐓𝐓𝐓𝐓

𝐓𝐓𝐓𝐓 +  𝐅𝐅𝐓𝐓 +  𝐓𝐓𝐓𝐓 +  𝐅𝐅𝐓𝐓
 

 

 

𝐓𝐓𝐀𝐀𝐏𝐏𝐀𝐀𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏 =
𝐓𝐓𝐓𝐓

𝐓𝐓𝐓𝐓 +  𝐅𝐅𝐓𝐓
 

 

 

𝐑𝐑𝐏𝐏𝐀𝐀𝐀𝐀𝐑𝐑 =
𝐓𝐓𝐓𝐓

𝐓𝐓𝐓𝐓 +  𝐅𝐅𝐓𝐓
 

 
 

𝐅𝐅𝐅𝐅 𝐒𝐒𝐀𝐀𝐏𝐏𝐀𝐀𝐏𝐏 = 𝟐𝟐 ∗
𝐓𝐓𝐀𝐀𝐏𝐏𝐀𝐀𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏 ∗  𝐑𝐑𝐏𝐏𝐀𝐀𝐀𝐀𝐑𝐑𝐑𝐑 
𝐓𝐓𝐀𝐀𝐏𝐏𝐀𝐀𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏 +  𝐑𝐑𝐏𝐏𝐀𝐀𝐀𝐀𝐑𝐑𝐑𝐑

 
 
 

Where TP: True Positive, TN: True Negative, FP: False Positive, and FN: 

False Negative. These are all defined in the confusion matrix. 

Looking at our dataset, where fake news datasets are often skewed, high 

precision can easily be achieved by making fewer positive predictions. 

Therefore, recall is used to measure the sensitivity or proportion of 

annotated fake news articles that are predicted to be fake news. F1 is used to 

combine precision and recall, which can provide an overall predictive 

performance for fake news detection. The higher the value for Precision, 

Recall, F1 and Accuracy, the better your performance will be. The Receiver 

Operating Characteristic (ROC) curve is a graph showing the performance 

of a two-parameter classification model against TPR versus FPR at all 

classification thresholds. TPR and FPR are provided as follows. The area 
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under the ROC Curve (AUC) measures the entire two-dimensional area 

under the entire ROC curve (Burkov, 2020c).  

 

𝐓𝐓𝐓𝐓𝐑𝐑 =
𝐓𝐓𝐓𝐓

𝐓𝐓𝐓𝐓 +  𝐅𝐅𝐓𝐓
 

 
 

𝐓𝐓𝐓𝐓𝐑𝐑 =  𝐒𝐒𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐒𝐒𝐏𝐏𝐒𝐒𝐏𝐏𝐒𝐒𝐀𝐀 =  𝐑𝐑𝐏𝐏𝐀𝐀𝐀𝐀𝐑𝐑𝐑𝐑 
 
 

𝐅𝐅𝐓𝐓𝐑𝐑 =
𝐅𝐅𝐓𝐓

𝐅𝐅𝐓𝐓 +  𝐓𝐓𝐓𝐓
 

 
 

• During the creation of the model, the parameters of the model were 

determined and the system was fully run to create the FANDC model. 

• During the evaluation of the model, the success of the model is technically 

evaluated according to the criteria in the determination of the test. The results 

of the system tested at this stage are presented in Figure 3.4. 

3.1.5 Evaluation 

In the previous stage, the results were evaluated in terms of data mining. At this stage, 

the results will be evaluated in terms of the targets set at the beginning of the FANDC project. 

Evaluation consists of the following stages: 

• In the evaluation of the results, the researcher examined and evaluated the 

results. It has been determined whether the results meet the targets set at the 

beginning of the FANDC project. In this framework, it was decided to move 

the FANDC system running on a local system to the MS Azure Cloud 

computing system, considering that it was sufficient. The most important 

decision stage of this stage consists of performing the experiment by applying 

the model in real conditions, when the resources are sufficient. 

• The model is validated for its results at this stage. During the review of the 

process, the whole process is evaluated once more as a quality control process. 

Answers are sought for questions such as did we use the right data or did, we 

give too much importance to some data. At this stage, the results are 

satisfactory as the test results and data preprocessing stage are meticulously 

studied. However, due to the nature of the CRISP-DM methodology, it has 

been revised. 
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• At the stage of deciding the next step, it is determined whether to move to the 

deployment phase or whether to repeat the process again. At this stage, since it 

is considered that the system avoids cyber-attacks and is relatively protected, it 

has been concluded that it would be appropriate to have a distributed and 

container form on cloud computing. 

3.1.6 Deployment 

At this stage, the model is put into use in real life. For this reason, the system, which 

was tested and evaluated on a local server, was migrated to MS Azure Cloud computing, and 

tested again and it was decided to go live after successful results were obtained. 

• During the “Planning” phase of the distribution, planning was made so that 

the Model or results could be used as in the testing processes and without 

any degradation. At this stage, it is discussed whether the MongoDB 

database can work in harmony with the MS Azure cloud computing system. 

• During the “Planning of Observation and Maintenance” continuous 

monitoring for the healthy operation of the system and maintenance 

processes are planned to avoid cyber-attacks. 

• The “Preparation of The Final Report” is the creation of this thesis within 

the framework of the problem we are dealing with. 

• In the “Project Evaluation Phase” the findings and discussion section of the 

Thesis will be guiding. In addition, evaluations by the researcher will be 

included in the conclusion and recommendations section. 

3.2 Data Collection 

It was considered that it would be more appropriate to collect data from Twitter, 

which is one of the OSNs, which is used extensively during the Covid-19 pandemic period, 

instead of making use of existing corpus to detect fake news correctly in OSNs. To collect 

the said data, the streaming API was requested from Twitter (Twitter, 2019). However, 

since the streaming API allocated by Twitter is in a structure that allows the collection of 

data for the last seven days, because of the connection problems encountered in the internet 

infrastructure and some errors of the local server and open-source applications where the 

system was created, data could not be collected continuously and stably. Meanwhile, 

tweets collected and published by Chen et al. (2020) on GitHub during the Covid-19 

period were requested and downloaded within the framework of academic ethical rules. 
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January 1, 2020 is taken as the beginning of the pandemic. In this context, approximately 

99 million tweets were stored until April 1, 2020. Considering the size of the data 

collected, it is working in a big data environment. It is important to create a corpus that 

will be used specifically for the FANDC system. Because when the studies on the solution 

of the fake news detection problem are examined in the literature, there are generally 

studies that have a certain corpus such as Kaggle, Hugging Face, Wikipedia or that have 

been previously studied on other sharing sites and focus on the testing and evaluation of 

algorithms instead of fake news detection. 

In this context, the tweets in question on MongoDB, an open-source database 

management system, were transferred with .NET on the Visual Studio 2019 software 

development platform. The system consists of 20GB Ram, 500GB SSD, 8 Core CPU as 

hardware. 

3.3 Algorithm Selection 

In data mining or ML, an algorithm is expressed as a step-by-step design of a solution 

path to solve a specific problem or achieve a specific goal. In order to model the database 

created within the scope of the thesis study, it is necessary to choose the appropriate 

algorithm for the solution of the problem. ML algorithms use parameters that represent the 

large set, based on training data. As the training data expands to solve the problem more 

realistically, the algorithm calculates more accurate results. For this reason, 80% of the data 

was used as training data and 20% as test data. In the light of these data, it was decided to use 

the BERT algorithm, one of Google's NLP algorithms based on neural networks and DL, to 

solve the fake news detection problem in OSNs, which is the subject of the thesis. 

 BERT is an open-source ML algorithm for NLP. BERT, which stands for 

Bidirectional Encoder Representations from Transformers, is based on Transformers, a DL 

model in which the relationship of each word to another and accordingly the weights between 

them are calculated dynamically. The most important reason for choosing this algorithm is to 

apply the bidirectional training of Transformer, a popular attention model, to language 

modelling. This is in contrast to previous efforts that looked at a text string combining left-to-

right or left-to-right and right-to-left training. BERT has shown that a bidirectionally trained 

language model can have a deeper language context and flow than unidirectional language 

models, achieved by a new technique called Masked LM (MLM) that allows bidirectional 

training, which was previously impossible (Rogers et al., 2021; Wu et al., 2020). 
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Figure 3.2  

A Sample of BERT for MLM (Lutkevich, 2020) 

 

 
 
 

Using this dual capability, BERT is pre-trained for two different but related NLP 

tasks: Masked Language Modeling (MLM) and Next Sentence Prediction (NSP). The MLM 

is to mask a word in a sentence, allowing it to predict which word is masked based on the 

context of the word. The purpose of the NSP training is to enable BERT to predict whether 

two sentences in the text have a logical, sequential connection or whether their relationship is 

random. During training, 50% of the entries are a pair where the second sentence is the next 

sentence in the original document, while in the other 50% a sentence is randomly selected 

from the corpus as the second sentence. As seen in Figure 3.2 (Lutkevich, 2020), BERT 

determined which word "it" refers to by bi-directional analysis of all words in the sentence. 

Thus, the word with the highest score calculated is correctly associated (Devlin et al., 2018b).  

 As a result, the BERT algorithm, which has proven itself in the field of natural 

language processing and is a state-of-the-art technology, has been chosen to cope with the 

fake news detection problem in OSNs thanks to this bi-directional capability.                  

3.4 Developed Fake News Detection System 

The name FANDC was given to the system created to solve the problem of fake news, 

which increased especially during the Covid-19 pandemic period in OSNs. During the Covid-
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19 pandemic, also called Infodemic, the primary goal was to collect the Covid-19 related 

tweets on Twitter from January 1 to April 1, 2020, as the data we would collect needs to be 

up to date. The first issue encountered was that the Twitter streaming API only allowed data 

from the last 7 days to be collected when collecting data. During the data collection process, 

it was determined that tweets about covid19 were published on GitHub within the framework 

of an ongoing study on the subject. Because the FANDC system streaming API was in a 

structure that allowed data for the last 7 days and required a continuous monitoring process. 

When it is evaluated that there will be problems such as the disconnection of the internet, 

some update problems occurring in the Twitter stream, or insufficient storage space except 

for all these reasons, instead of receiving the data via Twitter, we downloaded that already 

sent 99 million tweets data in 10 different languages all over the world from GitHub, within 

the framework of ethical rules. Then, since the data preprocessing phase would be performed 

on the data, all data was transferred to the SQL server and made reportable. In the data pre-

processing phase, the punctuation marks, stop-words, deleting numbers, tokenization, 

stemming, lemmatization, etc. were applied first to bring the data to the desired criteria 

(Stieglitz et al., 2018a). At this stage, we have divided fake news into seven sub-categories so 

that OSN users can easily understand such news that spread and cause information 

corruption. These are generally the categories that have been studied in the literature. FANDC 

fake news detection system is divided into seven subcategories as click-bait, disinformation, 

hoax, junk news, misinformation, propaganda, and satire. In this framework, the synonyms of 

the words to be categorized from (Wordhippo, 2022; Kadhim, 2018; Burkov, 2020d; Stieglitz 

et al., 2018b) were determined. The data found in the data set were trained by labeling them 

based on these synonyms. While these studies are continuing, the domain name of the web 

page has been taken Teyitet.net, so that OSN users can make inquiries online. Thus, OSN 

users were able to query suspicious news online and in real time on social networks, and to 

reach definitive conclusions about the news as a result of an inquiry as shown in Figures 5.1 

and 5.7 below. The general design of the FANDC system is shown in Figure 4.10. In the 

FANDC fake news detection system, instead of evaluating the words in the queries one by 

one, the BERT algorithm is used to evaluate the previous and next words or together with 

similar and synonymous words. The primary goal here is to better understand complex user 

needs. BERT better understands how conjunctions and prepositions used in queries add 

meaning to a sentence. For this reason, we trained approximately two and a half million tweet 

data, which became ready for training after the data preprocessing stage, with the BERT 

algorithm. The system is trained as 80/20 training and test data.  
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Figure 3.3  

The general design of the FANDC model 

 
 The accuracy of the data set trained in two epochs with the BERT algorithm is 100% 

as seen in Figure 3.3. It has been moved to the MS Azure cloud system to protect against 

cyber-attacks (Goksu et al., 2020), which may be caused by the system's online fake news 

detection, such as service interruption or clickbait, and to ensure data security Teyitet Web 

page on Cloud (2020). The results obtained as a result of the inquiries made on Twitter are 

presented in the IV section of the thesis. 

 

Figure 3.4  

FANDC System Post-training Accuracy 
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 The success rate of the classification phase after the training is shown in Figure 3.4.  

The confusion matrix in Figure 3.5 and the success rate of the classification phase after the 

training are shown in Table 3.1. Here, after the training, clickbait, disinformation, hoax, junk 

news, misinformation, propaganda, and satire were trained with full accuracy, whereas 

propaganda was trained with 99% accuracy and misinformation with 94% accuracy. 

Therefore, it is seen that the system successfully carries out the education process.  
 

Figure 3.5 

FANDC System Confusion Matrix of Post-training 

 
 

Table 3. 1  

The success rate of the post-training classification stage of the FANDC System 

Category Precision Recall F1-Score Support 

IsClickbait 1.00 1.00 1.00 4518 

IsDisinfo 1.00 1.00 1.00 1362 

IsHoax 1.00 1.00 1.00 5460 

IsJunkNews 1.00 1.00 1.00 1679 

IsMisinfo 0.94 0.89 0.91 18 

IsPropaganda 0.99 1.00 0.99 2083 

IsSatirical 1.00 1.00 1.00 839 

Accuracy   1.00 15959 

Macro avg 0.99 0.98 0.99 15959 

Weighted avg 1.00 1.00 1.00 15959 
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Figure 3.6 

FANDC System K=5 Fold Cross-Validation Accuracy 

 
 

 
Additionally, the K-Fold Cross-Validation method was used to evaluate the 

performance of the model and measure its generalization ability, as seen in Figure 3.6. 
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CHAPTER 4 

RESULTS 
 
 

This chapter provided a detailed explanation with the help of tables and figures 

on the results obtained based on the research methodology adopted in the present study. 

Accordingly, the results of fake news detection divided into seven categories are 

explained with the outputs from the FANDC system. 

 

4.1 Results 

We experimentally tested a FANDC system created to detect fake news in OSNs, 

based on cloud computing. Figure 4.1 shows an example of a click-bait query result. “New 

research: Our latest memo on YouTube #misinfo shows that the most popular #junknews 

videos find their audiences through Facebook. Less than 1 % % of the problematic videos 

shared on Facebook, less than 1% flagged the platform as potentially misleading. DemTech | 

Covid-related misinformation on YouTube: The spread of misinformation videos on social 

media and the effectiveness of platform policies (ox.ac.uk)”. In this tweet, the FANDC system 

categorizes it as a clickbait. The webpage shortcut placed under the tweet is a clickbait trap by 

the system. 
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Figure 4.1 

FANDC System Example of Clickbait Query Result 

 
 

 

Figure 4.2 shows an example of the disinformation query results. The tweet text is 

“Delighted to be part of this @UoYSociology event on July 26. We're looking for proposals 

from any discipline on the themes of 'Myth, Rumor & Misinformation'. 250 words max, 

deadline Fri 10 Jun. See all the details here: http://bit.ly/folklore-to-fa….  #myth #misinfo”. 

When the content of a tweet is examined, the use of a word’s myth and rumor together with 

misinformation leads to its perception as disinformation. 
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Figure 4.2  

FANDC System Example of Disinformation Query Result 

 
 

 
 

Figure 4.3 shows an example of the Hoax query result. Tweett text is “Freshman 

Christopher Phillips CALLS OUT Brian Stelter and CNN for being a “purveyor of 

disinformation” purveyor of disinformation. He points to the Russian collusion hoax Jussie 

Smollett, the smears of Justice Kavanaugh and Nick Sandmann, and their dismissal of Hunter 

Biden's laptop”. Although word disinformation is used within the scope of the word hoax in 

the content of the tweet, it is essentially a hoax. 
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Figure 4.3  

FANDC System Example of Hoax Query Result 

 
 

 
 

Figure 4.4 shows an example of a junk news query. “A Russian soldier from a 

chemical, biological, and nuclear protection unit picked up a source of cobalt-60 at one waste 

site with his bare hands, exposing himself to so much radiation in a few seconds that it went 

off the scales of a Geiger counter”.  
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Figure 4.4  

FANDC System Example of Junk News Query Result 

 
 
 

Figure 4.5 shows an example of a misinformation query result. Tweet text is “NC/VA - 

If you are not angry about this, you are not paying attention! #WatchTCenergy 

#Disinformation Internal emails show gas pipeline firms providing NC and Virginia leaders 

draft letters and points to praise their own projects. https://huffpost.com/entry/williams-tc-

energy-pipeline-projects-influence-virginia-north-

carolina_n_6261e382e4b0dc52f494659e?utm_campaign=share_twitter&ncid=engmodushp

mg00000004… via @HuffPostPol”. 
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Figure 4.5  

FANDC System Example of Misinformation Query Result 

 
 

Figure 4.6 shows an example of propaganda query results. The text is “Ontario 

Doctor accused of ‘disgraceful’ #COVID19 conduct has been suspended. Patrick Phillips 

spread the pandemic #misinformation and prescribed the debunked treatment #ivermectin at 

@lexharvs https://thestar.com/news/canada/2022/05/03/ontario doctor-accused-of-

disgraceful-covid-conduct-gets-suspended.html. utm_source=Twitter… via @torontostar 

#cdnhealth #infodemic”. In this tweet, the propaganda activities of doctors were classified as 

having a high success rate. 
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Figure 4.6  

FANDC System Example of Propaganda Query Result 

 
 

 

Figure 4.7 shows an example of a satisfactory query result. The information that the 

#Vatican bought Ruble for the #Russian gas is based on a #Satirical post”. Finally, when we 

look at the tweets analyzed in Figure 5.7, it is determined that they are satirical in terms of 

content and are classified in this category. 
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Figure 4.7  

FANDC System Example of Satirical Query Result 
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CHAPTER 5 

DISCUSSION 
 

In this section, the results obtained based on the research methodology adopted in this 

study are discussed comparatively with studies in the literature. 

 

5.1 Discussion  

Although fake news is often viral in OSNs, users are often unprotected and helpless. 

Many studies have been conducted on the detection of fake news in OSNs, particularly, given 

their recent popularity. To deceive OSN users, clickbait is embedded in a news story that 

contains fake information. Although Rajapaksha et al. (2021) detailed a study to detect click-

bait traps by focusing on a learning model, when the results were examined, it was observed 

that the success rates were low despite the use of the BERT algorithm and its derivatives. The 

dataset used in this study consists of a labeled dataset. Again, as stated in the conclusion, the 

dataset used is insufficient in terms of volume and veracity. In this context, it is seen that the 

best result achieved is at the level of 90%.  Although the extra-weighted method was used in 

the algorithms in a study by Hadi et al., (2021) the results did not reach 80%. Compared with 

the results of the FANDC system, which yielded results with 99.85% accuracy, as shown in 

Figure 4.1, the click-bait detections from other studies were at a very low level. What makes 

this study valuable is the volume of the dataset and meticulous preprocessing of the data. 

Disinformation is an important concept that leaves a mark on the age at which we live, 

with an abundance of information. The diversification and widespread use of OSNs for 

different preferences is undoubtedly the leading cause of information pollution (Serrano-

Puche, 2021). Elhadad et al. (2020) achieved a 99% success rate for a system developed to 

detect misleading information. However, the study was limited by modeling within the 

framework of the data collected in the field of health. For analyses outside of this area, it is 

necessary to remodel the system and modify the database. The FANDC system gathers a large 

volume and a variety of data. This produced more meaningful results within the framework of 

the fact that many people started to use OSNs intensively during the Covid-19 period. As 

shown in Figure 4.2, the data in the database are quite veracity and valuable, achieving 

99.92% performance. 

Hoax is among the most common types of fake news in an OSNs. Many studies have 

been conducted on the hoax. When these studies are examined Henry and Stattner (2019) 
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focused on the early detection of the spread of hoaxes in their study. They achieved an 

accuracy rate of up to 90% in the early detection of hoax spread in OSNs within 

approximately 20 minutes. Amrullah et al. (2022) proposed a linguistic approach that could 

be used as the first approach for detecting hoaxes. In this approach, the speaker's attitudes and 

behaviors were the focus, and the success rate could reach only 40%. Unlike other studies, 

Kencana et al. (2020) attempted to detect hoaxes using feed-forward and backpropagation 

neural-network classification methods. The study was conducted using an artificial neural 

network learning methodology based on deep learning algorithms. However, a success rate of 

78.76% was achieved. Linge and Wicaksono (2022) conducted research on negative content 

on Twitter to detect hoaxes during the Covid-19 period. Classical ML algorithms were 

applied using the CRISP-DM methodology. The SMOTE technique was used in this study 

because unbalanced datasets were used. Consequently, the success rate of the algorithms was 

in the range 95-99%. Della Vedova et al. (2018c) Facebook posts, one of the OSNs in 

detecting hoaxes, making fun of fake news, hoaxes, etc., used datasets obtained from websites 

that were published for such purposes. The use of limited datasets attracted the attention of 

this study. In addition, the study works through a chatbot such as Facebook's messenger. The 

measurement results were in the range of 80-90%. Patel (2021a) used deep learning models 

for hoax detection. He also created a dataset by using Facebook posts. As stated in the 

Conclusion, the data were trained using a 10-fold cross-validation technique because they 

were studied using an insufficient dataset. The performance of the models was measured 

using the Friedman test, because the data were not normally distributed. It was observed that 

the study achieved an accuracy of approximately 70%. On the other hand, Putri et al. (2019) 

in their study, they used a data set they created with news articles. The most striking factor in 

this study was the inadequacy of the dataset. In total, 251 news articles were included in this 

study. After the data were labeled as hoax and non-hoax, they were trained using five 

different ML algorithms. From the results, it was observed that values in the range 67-74% 

were obtained. It was concluded that this study was conducted only at an experimental level. 

On the other hand, Yuliani et al. (2019) seems to have established a framework for hoax 

detection by collecting data from many websites and OSNs. Therefore, in future studies, we 

plan to use a dataset created for hoax detection.  

A tweet, which is evaluated in terms of its content, is classified as junk news because 

it is far from context. Junk News is a genre that is viral in OSNs, categorized under the 

umbrella of fake news, and aims to create a sensation (Venturini, 2019b). It is usually based 

on trivial stories, cheap to produce, and profitable. Liotsiou et al. (2019) defined junk news as 
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various forms of propaganda: ideologically extreme, extreme partisan, or conspiratorial 

political news and information. For example, news that the disease was caused by the 

consumption of bat and dog meat at the beginning of the Covid-19 epidemic suddenly became 

viral. However, with the emergence of scientific facts, they disappeared from OSNs and 

became unimportant news (Duda-Chodak et al., 2020). As a result of research conducted on 

the detection of unimportant news, an understanding focusing on search engines or websites 

(as news sources) is encountered. It is naturally found on many search engines and websites 

with unimportant news. Savolainen et al. (2020) conducted a study on Facebook, a commonly 

used OSNs platform. In this study, junk news was identified by associating it with sentiment 

analysis within the scope of bipartisan or extremist ideas. Marchal et al. (2020) in their study 

on Twitter, measured the rate of junk news among all news and analyzed the results according 

to sentiment analysis. They found that less than 2% of the junk news was shared. The results 

of these studies indicate that junk news has not been examined extensively. For this reason, it 

was observed that the FANDC system has achieved a unique result in this category in the 

field of 99.91% of the results, as shown in Figure 4.4. This is because the FANDC system 

responds to the requests and needs of OSN users real-time and in a redundant structure to 

protect against cyberattacks on the cloud computing. 

Misinformation shared without the purpose of harm, defined as the spreading process, 

is another type of fake news that spreads through an OSNs. Misinformation detection is often 

difficult. For this reason, the success of the system was only approximately 40% because of 

the insufficient level of the database in the training dataset and its complex relationship with 

the disinformation. Mulahuwaish et al. (2023) obtained 92.2% accuracy with a deep learning 

model in their studies by collecting Twitter data. It is remarkable that the datasets are 

sufficiently large and that they achieve success because of ten-fold training. Liu et al. (2019) 

on the other hand, created a data set by collecting data from WeChat and Weibo, a local 

microblogging site like Twitter used in China. They trained this dataset with 80% training and 

20% testing using a tenfold cross-validation technique. The score obtained by applying 

classical ML algorithms was approximately 83%. This score indicates a low level of 

experimental success, because it has not been studied with sufficiently large data. Hayawi et 

al. (2022) created a new Twitter dataset to detect misinformation regarding the Covid-19 

vaccine. They managed to create a very successful dataset with many tweets exceeding 15M 

and modeled the system with 75% training and 25% testing. The results obtained using three 

different algorithms and different iterations reached 99% in the BERT algorithm, 84% in 

XGBoost in other algorithms, and approximately 99% in LSTM. This study also achieved 
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better results than those of the FANC system. Al-Rakhami and Al-Amri (2020) collected 

approximately 400 K tweets on Twitter and created a dataset for their study. In their study, 

using six classical ML algorithms, they achieved a 97% success rate using a ten-fold cross-

validation technique. 

Propaganda is one of the most widely used types of fake news. For this type of fake 

news, it is important to reach many people in order to influence the public. In this context, 

Dewantara and Budi (2020) detected propaganda in online news articles by training the data 

in two layers, 80% training and 20% testing, using deep learning algorithms. The achieved an 

accuracy of 93%. However, it is noteworthy that online news sites are used instead of OSN. 

Compared with the FANDC system, as shown in Figure 4.6, our system once again came to 

the forefront in the fake news detection stage, providing results with 99.91% accuracy. 

Polonijo et al. (2021) applied a dataset created by collecting data from online news sites using 

RapidMiner software, a ready-made data-mining tool that uses deep-learning algorithms. In 

this study, although the extent to which the dataset was separated into training and test data 

was not specified, a ten-fold deep learning method was used. However, results were obtained 

with an accuracy of up to 95%. When compared with the FANDC system, considering that 

our system works real-time and, on the cloud, it was evaluated that 99.9% accuracy responds 

to OSN users with confidence in detecting propaganda. When the study by Khanday et al.  

(2021) was examined, it was observed that they created a dataset with approximately 5 K 

tweets on Twitter and used classical ML algorithms. The dataset was divided into two 

groups:70% for training and 30% for testing. Although the results of the study with a limited 

number of datasets appear satisfactory (98%), the disadvantage is that they remain at the 

experimental level and do not appeal to OSN users. 

Razali et al. (2022) study include 32k articles trained with deep learning algorithms 

and collected from online news sites. The dataset was divided into 80% training data and 20% 

testing data. The data obtained at the end of the training were evaluated by classification using 

ML algorithms. Accordingly, scores between 86 and 94% were obtained. Compared to the 

FANDC system, our system is at a very good level, with 99.28% accuracy, considering that it 

runs real-time and on the cloud. Ionescu & Chifu (2021) in their study, they used 

CamemBERT (Martin et al, 2019), a state-of-the-art language model for French, with the data 

set they created from French online news sites for the French language. They used kernel 

ridge regression, which is resistant to overfitting, and achieved 97.4% success in news 

articles. Although the system does not operate online or real-time, it remains in the 

experimental stage. In the FANDC system, the rate is 99.28%, as shown in Figure 4.7. 
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In the framework of the above results, a comparative summary of the performance of 

FANDC and other studies is shown in Table 5.1. Accordingly, the results of FANDC are very 

good. Users can check any tweet that they suspect and want to check on Twitter by copying 

its shortcut from the system control bar and getting a response within a maximum of 5-10 

seconds.  

The two most important factors that make the system different from other fake news 

detection systems are that it is online, and it works in the cloud. In the future, data will be 

collected from other social networks and testing and evaluation of my site will continue. As a 

result, it is concluded that successful and real-time detection of fake news spread on OSNs is 

possible. Nevertheless, it is thought that the system can be improved further with more usage 

and user feedback in the future. At this stage, the evaluation results have been considered 

successful.  Thus, users will be able to analyze as much as they want, whenever and wherever 

they want. Also, is planned to create another system trained with OpenAI’s GPT-3 algorithm 

which is a revolutionary AI tool.  
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Table 5. 1  

Comparison of the success rates of FANDC and other studies 

 

Categorization Data Source Success Rate Comparison 

Click Bait 
Kaggle 

Mendeley 
Rajapaksha et al. (2021) 90%               

Hadi et al. (2021) 80% 

FANDC 

99.85% 

Disinformation WHO, UNICEF and UN Elhadad et al. (2020) 99%                      
 

FANDC 
99.92% 

Hoax 

Twitter 

Local Web News Site 

Twitter 

Twitter 

Mixed source 

Facebook 

Local Web News Site 

Henry & Stattner (2019) 90%, 

Amrullah et al. (2022) 40% 

Kencana et al. (2020) 78.76% 

Linge & Wicaksono (2022) 95-99%       

Della Vedova et al. (2018) 80-90% 

Patel, (2021) 70% 

Putri et al. (2019) 67-74% 

FANDC 
97.44% 

Junk News Facebook 
Twitter 

 
Marchal et al. (2020) 98%                       

Mulahuwaish et al. (2023) 92.2%                

 

FANDC 
99.92% 

Misinformation 

Chinees OSNs 

Twitter 

Twitter 

Twitter 

Local web News Site 

Liu et al. (2019) 83%                                 

Hayawi et al. (2022) 84-99% 

Al-Rakhami & Al-Amri (2020) 97% 

Dewantara & Budi (2020) 93% 

Polonijo et al. (2021) 95%                           

FANDC 

41.99% 

Propaganda Twitter Khanday et al. (2021)98% 

 

FANDC 

99.91% 

 

Satirical 

 

CNN and The Onion  

Local Web News Site  

 

 

Razali et al. (2022) 86-94%                         

Ionescu & Chifu (2021) 97.4% 

 

FANDC 
99.28% 
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CHAPTER 6 

CONCLUSION AND RECOMMENDATIONS 
 
 This is the last chapter of the thesis and it concludes the research work with summarized 

findings, and recommendations for future studies. 

 

6.1 Conclusion 

Undoubtedly, OSNs are no longer just social networks, but as mobile phones become 

smarter and take the place of computers, they stand before us as a response to almost all our 

needs. Many government agencies now turn to OSNs to determine a person's delinquency or 

social status. Likewise, when you apply for a job in any institution, they want to browse your 

profile in your social network accounts and try to have information about you. However, as in 

the research of this thesis, the presence of inaccurate and misleading content in the profile 

created by the user or in the shares he/she makes has become the biggest problem of today's 

OSNs. Due to the increasing amount of data in OSNs, fake news is increasing both by 

malicious users and by well-intentioned but unaware users. Most of the time, users share the 

content they think is right, but they remain insensitive to the possible problems that it may 

cause. Sometimes it is even difficult to discern the exact truth. Therefore, this complex 

situation in OSNs has divided the fake news detection problem into seven categories as the 

subject of this thesis. Because each problem has been handled separately in the literature and 

focused more on system success, not fake news detection in OSNs. The system named 

FANDC, which was created to solve this problem, offers an implementation of a model that 

adopts a hybrid approach and provides almost 100% accuracy in terms of the results obtained. 

With this system we have created, fake news in OSNs can be detected in real time by user 

query and offers the user results in seven different categories. After the declaration of the 

Pandemic by the WHO, the tweets published on the subject from Twitter were carefully 

collected within the framework of the increasing use of OSN, and then these collected data 

were passed through a detailed pre-processing stage and the corpus was created to be used. 

Thus, the success of the system has emerged as subject-specific and target-oriented, not by the 

collection of random data. With the FANDC system introduced in this thesis, it has also been 

demonstrated that fake news can be detected in real time in OSNs and while doing this, it can 

be protected by avoiding cyber threats by making use of cloud computing. 
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The system was first tested by installing it on a local server. With the results obtained 

here, it was moved to cloud computing in order to avoid cyber threats, one of the most 

important problems of today. However, it was not possible to use the advantages of cloud 

computing in the first place. Of course, it took time for some connection issues and the system 

to run in the cloud with all its features. However, after ensuring the compatibility of the 

system, a system that is backed up in the form of containers and that can operate 24/7 over the 

other backup system has been revealed even if it is exposed to any cyber-attack with its 

distributed structure. In addition to avoiding cyber-attacks, using cloud computing brings with 

its internet connection and connection speed problems. However, besides its advantages, it is 

considered that this disadvantage can be ignored. 

Another important factor that increases the success of the system is Google's BERT 

algorithm. It has contributed to the stable operation of the system with its high accuracy and 

success rate, as it is a revolution in the field of natural language processing by processing 

words and word groups in both directions. As a result, in order to protect OSN users from the 

fake news epidemic they are exposed to on these platforms, a system that has not yet been 

found in the literature and takes it from the experimental level to the operational level has 

emerged. With this system, it is thought that OSN users can easily solve the fake news 

detection problem in any situation they suspect and instantly. 

6.2 Recommendations 

The fact that the problem of detecting fake news in OSNs has become a research topic not 

only in computer engineering sciences, but also in artificial intelligence sciences such as NLP, 

as well as computational social sciences, necessitates an interdisciplinary approach to this 

problem. Of course, it is an undeniable fact that communication faculties are also in the field 

of interest in the last decade. It reveals how complex this problem is, especially with the 

introduction of concepts such as digital journalism and data journalism into the literature. 

First of all, suggestions will be presented to researchers in order to shed light on the studies 

expected to be carried out in the field with their reasons and results. In this content;  

6.2.1 Recommendations For Researchers 

Language models created for the detection of fake news in the field of Computer 

Science are limited to some languages, and this is one of the areas that should be studied first. 

In addition to its general acceptance in academia, the widespread use of the English language 

shows how narrowly the subject is addressed. There are very few studies conducted outside of 
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the English language, and it is considered that there is a clear need to develop and mature the 

literature and increase studies on the subject. A similar situation arises in the creation of 

algorithms and their use in real life. Examining these patterns with the unique structure of 

each language is important for natural language processing researchers. Again, studies on this 

subject cannot go beyond classical ML algorithms. Although there are some optimization 

studies, it is considered that these studies are not sufficient. Another research topic is that 

cloud computing and cyber security researchers work together to create a safer, more 

accessible and more sterile environment. Because, considering the problems that fake news 

will cause, it will take a long time to repair the damage it will cause to individuals, institutions 

and states. This can lead to people losing their lives and states not being able to fulfill their 

responsibilities towards their citizens in any crisis, such as the earthquake in Turkey in 

February 2023. In this context, it is recommended to ensure that all kinds of news published 

on OSNs can be easily controlled with this and a similar application developed, and to include 

it in the literature and disseminate it as the most important task. 

6.2.2 Recommendations For OSN User 

The increase in the use of OSN day by day, accordingly, the increasing desire of 

human beings to access information and news has affected OSN users both positively and 

negatively. Fake news spread on OSNs is the most obvious example of this. OSN users share 

every news or information they encounter on these platforms because they believe it is true. 

However, this shared news is very important not only for individuals but also for societies, 

organizations, institutions and even states. It is important to increase the awareness of users in 

this area, using information pollution as the purpose of disinformation and propaganda. It is 

recommended that an inquiring OSN user prevent the spread of such news by using the fake 

news detection system or different detection systems introduced in line with this thesis. In 

addition, OSN users are recommended to act sensitively by reporting fake news to the 

relevant state institutions and to contribute positively to the solution of the problem in 

question as a participant and responsible citizen. 

6.2.3 Recommendations For Policy Maker 

Of course, any news that spreads rapidly thanks to OSNs is important for the security 

of states. In the post-truth era, where the masses are manipulated through OSNs, it is among 

the primary duties of states to ensure that their citizens have access to real news. In this 

context, it is recommended to strictly supervise OSNs with relevant institutions and 
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organizations, to ensure that the journalism institution makes news within the framework of 

ethical principles, and of course to implement online systems such as the fake news detection 

systems introduced in this study in order to protect the individual users of OSNs. In addition, 

if fake news spread on OSNs is detected, it is recommended that states expose them and 

impose sanctions on the networks in question as another option. On the other hand, it is 

recommended to guide academia and researchers, non-governmental organizations as well as 

individuals who will work in these fields, through encouraging meetings, symposiums and 

competitions. 
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